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ABSTRACT

Arti�cial neural network have evolved from their biologi-
cally inspired roots to a well established means to solve a
broad spectrum of engineering problems. The embedding
into modern statistics has provided the necessary theoret-
ical foundation for challenging engineering tasks, such as
advanced real-time image and signal processing. These are
exemplary demonstrations for the applicability of this ap-
proach to complex information processing. However, the
large number of applications must not obscure the fact that
there are some major unsolved problems concerning neural
networks. There are still no satisfactorily constructive ways
to determine the optimal structure (elements as well as or-
ganization) or the learning and evaluation dynamics. The
ongoing research addresses these problems. In addition to
pursuing this direction, one can ask, what other lessons we
can learn from biology concerning complex information pro-
cessing. Our goal in this paper is to sketch a possible way
from neural networks to more comprehensive neural strate-
gies.

1. INTRODUCTION

Arti�cial Neural Networks have found widespread accep-
tance for being robust systems for information processing in
noisy environments. Intensive research from many di�erent
perspectives, such as statistics, theoretical physics and sig-
nal processing as well as numerous applications have taken
some of their myth away [1, 2, 3, 4]. This is of advantage
for the whole �eld of neural computation. Therefore, we
believe the time is right to concentrate on the identi�cation
of the principles underlying neural information processing.
From this perspective we hope to be able to propose some of
the \neural strategies" as we termed it. In order to move on
from neural networks to neural strategies we have to identify
the strategy with which natural information processing sys-
tems operate in natural environments. These thoughts are
by no means solely restricted to neural systems, however
they apply to all kinds of natural information processes,
such as evolution. A key question in identifying the neural
strategies is phrased as the \problem of architecture" of in-
formation processing systems. We observe that biological
systems are organized completely di�erent than man made
computing systems, however what are the principles under-
lying this structuring process? We believe that any proposal
for the solution of this problems has to be strongly coupled
to applications, which at our institute mainly belong to the

problem classes of vision and autonomous behavior. We do
not see this strong coupling mainly from an engineering per-
spective but also from a more fundamental point of view.
The problem domain de�nes the structure of the solution
for which we seek which design principles.

We commence with some recent applications of \classi-
cal" arti�cial neural networks, propose a way to more global
neural strategies and try to show their applicability in the
remainder of the paper.

2. RECENT APPLICATIONS OF NEURAL

NETWORKS

Supervised arti�cial neural networks mainly represented by
multi-layer perceptrons (MLP) and radial basis function
networks (RBFN) [1] are an e�cient means to solve infor-
mation processing problems. Two exemplary applications
from the problem domains dealt with at our institute shall
serve to underline this statement. Besides these applica-
tions, the method of neural networks is subject to current
research as well, for example see [5, 6].

2.1. Real-time video based car detection and track-

ing

There exists a long tradition of automotive related real time
computer vision and signal processing problems at our insti-
tute. Within the framework of these projects, established as
well as lesser known types of neural networks are employed
for classi�cation/object recognition and prediction tasks.
A typical scenario here is to detect and track cars as well
as other vehicles in images taken from German autobahnen.
In di�erent approaches neural networks in conjunction with
a problem-adequate preprocessing are utilized to solve the
essential subproblems [7, 8].

2.2. Nonlinear dynamics and times series analysis

In one of our other major research �elds, nonlinear dynam-
ics and times series analysis, neural networks are employed
as well to approach the given tasks. In [9] it is shown, how
to use the so called neural gas algorithm to improve the
quality of a phase space reconstruction of a chaotic time
series. Here, preprocessing for and with neural networks is
employed to increase the robustness of the whole system.



3. NEURAL STRATEGIES AND PRINCIPLES

3.1. Principles

Neural networks follow a certain number of principles that
can be formulated in a more general fashion and completed
by a set of additional, biologically motivated principles.
The following discussion is lead by (but is not limited to)
the problems occurring in robotics due to the exemplary
nature of the involved subtasks such as vision, navigation,
representation and interaction with the environment.

In general the function of a system is decomposed into
several sub-functions. The technological or algorithmic re-
alization of these sub-functions can be interpreted as basic
elements or modules. The structure of their coupling is
determined by the solution of the given task. Therefore,
the design of a system demands the solution of two prob-
lems: The identi�cation of modules and the realization of
a coupling strategy. Both problems cannot be solved in-
dependently, because the de�nition of modules determines
the space of combinatorially possible solutions. We will call
this the "problem of architecture". The basic elements and
their couplings have to ful�ll di�erent task dependent con-
straints, for instance simple technical realizations or a large
adaptation space where solutions are learnt.

There are several system architectures for di�erent task
domains, for example the structure of computer or control
systems. It has been shown that those architectures do not
cover all problems of modern system design. At the mo-
ment there is no systematic solution which can deal with
the complexity, the nonlinearity and exibility necessary for
systems designed for natural environments. On the other
hand, these tasks are successfully solved by biological sys-
tems. With this motivation, the summarized work following
below tries to apply biological principles to the solution of
well de�ned technical tasks. We have to face the problem
to rely on incomplete knowledge of biological systems.

The principles we propose require de�nitions on di�er-
ent levels of abstraction. First, we propose general princi-
ples underlying biologically inspired information processing
systems, and in the next section we will introduce de�ni-
tions on the level of the speci�c problem domain of robotics
and general visual processing tasks.

� Modules and especially their couplings are determined
by the behavior of the system that has to be im-
plemented. Coupling has to be realized on di�erent
levels since the pure combination of integrated be-
haviors (for example within the subsumption archi-
tecture [10]) leads to an insu�cient number of entire
behaviors.

� We aim at a constant structure of the process, while
di�erent functionality is achieved by variation of the
data space.

� The processes are generally organized in a two-dimen-
sional space and obey strong causality. This implies
small changes in signal space cause small changes in
the representation of the system. It corresponds to a
trade-o� between security and precision.

� The system behaves active in the sense that informa-
tion processing determines the amount and character

of the incoming data stream. An active camera sys-
tem is a special case of this principle.

� If possible, invariance classes are build by compen-
sation. The parameter against which the function
should be invariant is controlled to zero. An example
is the fovealization in order to reach position invari-
ance.

� Learning is always related to a function, distributed
among all levels of the system and operates on dif-
ferent time scales (hierarchy). Therefore, coding of
knowledge depends on the structure of the system
and has to be adapted to di�erent subtasks.

� Representation of aspects of the environment (for ex-
ample motion, depth, and so forth) is organized in
relation to the behavior.

� Non explicitly solvable problems are formulated im-
plicitly and solved by evolution and ontogeny ori-
ented optimization approaches. This corresponds to
applying biologically oriented methods to design bio-
logically oriented information processing systems.

For all those aspects there exist several arguments from
biology [11] which are partially validated and supported by
experiments, see for example [12, 13, 14].

3.2. De�nitions

Besides theses conceptual conditions, our system needs the
following de�nitions. Some of them can be seen as opera-
tional instructions for the implementation.

� Di�erent aspects of the environment are extracted by
a vision system. The resulting redundancy increases
the reliability of the functions and allows specializa-
tions.

� Processes are organized to be time dependent and
two-dimensional in space. We mainly use two types
of equations given in di�erent forms by

u(x; t) = �(h(x; t) � s(x; t)) (1)

� _u(x; t) = �u(x; t) + h(x) � �(u(x; t))

�I + s(x; t) with (2)

s(x; t) =
X

i

wi(x; t)ui(x; t) : (3)

Equation 1 characterizes the nonlinear function � of a
convolution in space and time between a �lter kernel
h and an input s. Equation 2 describes the dynamics
of the neural �eld u as proposed by Amari [15]. It can
be interpreted as a combination of convolution and
nonlinear feedback. Equation 3 describes the input
of multiple external signals ui(x; t) into a single layer
of neurons.

� Propagation of data between di�erent subsystems can
incorporate a coordinate transformation, for instance
a mapping IR2

7! IR2. The generation of a fovea is a
special case.

� Discrete combinations of various two-dimensional rep-
resentations in one layer constitute a method to gain
functional speci�city at the expense of spatial resolu-
tion with a task-dependent degree of parallelism.
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Figure 1: The dynamical neural �eld architecture for target
acquisition and obstacle avoidance of a mobile platform.
The two top layers representing sensed target and obstacle
positions are treated as parameters here. The third layer
represents memorized obstacle information. Planning and
control occurs through a dynamics of heading direction at
the bottom layer.

� Regularization enables the use of continuity assump-
tions in reducing information.

These de�nitions permit the description of the prob-
lems in a continuous space and imply a kind of "averaged
anatomy" in biological terms.

4. APPLICATIONS OF NEURAL STRATEGIES

Several di�erent applications have been implemented draw-
ing from the previously mentioned principles. Many of them
are integral parts of the NAMOS project [16] and its suc-
cessor, the NEUROS project.

4.1. Exploration, Representation and Navigation

Neural �elds have successfully been applied to the problem
of representation and navigation in robotics. Information
concerning variables such as position of the robot and ob-
stacles, heading direction, speed and the like is encoded in
the location of activations within the neural �eld. The tem-
poral evolution of these activations governs the behavior of
the corresponding variable. This formulation permits the
natural introduction of concepts such as hysteresis, multi-
stability, bifurcation and other concepts from nonlinear dy-
namics. Single neural �elds can be used for subtasks such
as to represent a map of the robot's environment, where the
activation peaks correspond to the location of obstacles, or
to control the heading direction based on maps of the ob-
stacles, the target position and optical recalibration infor-
mation. The overall behavior of the system is determined
by the inter- and intra-�eld interactions of the activations
[16, 12]. See �gure 1.

4.2. Sensor fusion and collision avoidance

Once a target position is determined by some behavior,
it is the task of the collision avoidance behavior to reach
this position without colliding with obstacles. The collision
avoidance is time-to-contact [17] based. The sensory sys-
tems provide multiple (possibly contradictory) information
concerning this variable. These informations are integrated
by representing them as forces in a neural �eld, each vot-
ing for a speci�c value of the behavioral variable. Using
the implicit properties of the neural �eld equations, these
forces are integrated and a single value is provide for the
navigation system[18].

4.3. Vehicle Guidance

The above mentioned principles have also been successfully
applied to an automotive related problem. The tasks com-
prises lateral and longitudinal intelligent vehicle guidance
on autobahnen. The approach is based on distance and
time-to-contact measurements of objects in the vicinity of
the controlled car. The applied methodology resembles the
dynamic �eld architecture where the information is again
encoded in the location of activations within dynamic �elds.
The system is designed to make reliable decisions depend-
ing on the detected objects and the nominal velocity in the
presence of disturbed sensory information. The control pro-
cess results in typical driving behaviors like lane keeping,
overtaking, and collision avoidance [19].

4.4. Structuring Neuro-Fuzzy Systems

The process of coding and optimizing the structure of a spe-
cial class of neural networks, radial basis function networks,
can be solved in connection with fuzzy inference systems.
Takagi-Sugeno type fuzzy systems with Gaussian member-
ship functions are functionally equivalent to RBFNs and
there exists a unique mapping from the fuzzy system to the
network. Evolution strategies for the optimization of pa-
rameters and genetic algorithms for the discrete optimiza-
tion problem are used to obtain the best representation of
the data set in the fuzzy system. In this process the rule
base and the membership functions are adapted in parallel.
After the inference system has been translated into the neu-
ral network, general learning techniques can be applied for
further \�ne tuning". The optimized networks have been
used successfully for time series prediction and controlling
tasks in the car industry [20].

4.5. Coding of neural networks for evolutionary op-

timization

The successful application of evolutionary techniques in struc-
ture optimization problems strongly depends on the right
choice of the coding. The way in which the information
about the network is stored determines the e�ect of the
evolutionary operators, mutation and recombination, the
scaling of the optimization process for large networks, and
the structure of the network itself. We use a recursive en-
coding method for feedforward and special recurrent net-
works based upon the work of Kitano [21] for the coding
of the neural networks. Genetic algorithms are then used



to optimize the network structure and the weight initial-
ization. After the optimization part, a learning algorithm
is applied which specializes the network structure on the
speci�c problem determined by the data set. The coding
method itself is parameterized and optimized on a di�erent
time scale than the network in the same process. Applica-
tions are the prediction and especially the modeling of time
series. The data stem from computer generated models and
from measurements from industrial processes.

5. SUMMARY AND CONCLUSION

In this paper, we have tried to show that the principles un-
derlying arti�cial neural networks belong to a broader class
of biologically motivated design principles for complex in-
formation processing systems. The reason for dealing with
this kind of issues is the superiority of biological over tech-
nical systems in natural environments. The possibility to
adapt to a broad class of problems without the risk of insta-
bilities, is one of the most important properties, which no
technical systems has achieved yet. Drawing from the for-
mulated principles, several applications from robotics, con-
trol and time series analysis have been presented to demon-
strate the technical feasibility of the concepts.
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