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ABSTRACT

A new technique is described for recognizing faces

from new viewpoints. From a single 2D image of a face

synthetic images from new viewpoints are generated

and compared to stored views. A novel 2D image of

a face can be computed without knowledge about the

3D structure of the head. The technique draws on prior

knowledge of faces based on example images of other

faces seen in di�erent poses and on a single generic 3D

model of a human head. The example images are used

to learn a pose-invariant shape and texture description

of a new face. The 3D model is used to solve the cor-

respondence problem between images showing faces in

di�erent poses. The performance of the technique is

tested on a date set of 200 faces of known orientation

for rotations up to 90�.

1. INTRODUCTION

In recent papers [7] we introduced a technique that

allows to generate new views of a face from a single

image. With viewpoint changes, some previously visi-

ble regions of the object become occluded, while other

previously invisible regions become visible. Addition-

ally, the con�guration of object regions that are visible

in both views may change. Accordingly, to synthe-

size a novel view of an object, two problems must be

resolved. First, the visible regions that the new view

shares with the previous view must be redrawn at their

new positions. Second, regions not previously visible

from the view of the example image must be generated

or synthesized. It is obvious that this latter problem is

unsolvable without prior assumptions.

In recent years, two-dimensional image-based face mod-

els have been applied for the synthesis of rigid and non-

rigid face transitions [3, 6]. These models exploit prior

knowledge from example images of prototypical faces

and work by building exible image-based representa-

tions (active shape models) of known objects by a lin-

ear combination of labeled examples. The underlying

coding of an image of a new object or face is based

on linear combinations of the two-dimensional shape of

examples of prototypical images. A similar method has

been used to synthesize new images of a face with a dif-

ferent expression or a changed viewpoint [3] making use

of only a single given image. The most serious limita-

tion of this techniques is their reliance on the solution of

the correspondence problem across view changes. Over

large changes in viewpoint, this is still highly problem-

atic due to the frequency with which occlusions and

occluding contours occur.

To overcome these di�culties in the present work, we

draw on the concept of linear object classes, which we

have introduced recently in the context of object rep-

resentations [8]. This approach does not need corre-

spondence across di�erent viewpoints and therefore is

capable of coping with larger viewpoint changes. For

each speci�c viewpoint a separate linear image model

is used where each leads to the same view independent

representation of an object. An image is coded by one

linear model and this code is used in a di�erent lin-

ear model to synthesize the new view. While this basic

coding scheme is advantageous for handling large view-

point changes, however, it has some drawbacks for in-

formation not representable by the linear coding model.

For instance textural details, like moles and blemishes,

will be lost with this linear modeling approach, even

when they are clearly visible in the given image. How-

ever, combining the linear object class approach with

a single 3D model of a human head will retain all its

advantages without the loss of textural information [7].

For face recognition, this image synthesis technique

allows to transform a given image of a face into a new

image, depicting the face in a standard orientation in

which a view of the face might be stored.

2. ALGORITHM FOR VIEW SYNTHESIS

In this section the algorithm is described that allows

for the synthesis of novel views of a face from a single

example view of the face [7]. For brevity, in the present

paper we describe the application of the algorithm to



the synthesis of a \frontal" view from an example \ro-

tated" view. It should be noted, however, that the

algorithm is not at all restricted to a particular orien-

tation of faces.

The algorithm can be subdivided into three parts.

� First, the texture and 2D-shape information in

an image of a face are separated.

� Second, two separate modules, one for texture

and one for 2D-shape, compute the texture and

shape representations of a given \rotated" view of

a face. These modules are then used to compute

the 2D-shape and texture estimates for the new

\frontal" view of that face.

� Finally the new texture and 2D-shape for a \frontal"

view are combined and warped to the \frontal"

image of the face.

Separation of texture and 2D-shape in images of faces:
The central part of the approach is a representation of

face images that consists of a separate texture vector

and 2D-shape vector, each one with components refer-

ring to the same feature points { in this case pixels. As-

suming correspondence the 2D-shape of a face image is

represented by a vector s = (x1; y1; x2; :::::; xn; yn)
T 2

<2n, that is by the x; y displacement of each feature

with respect to the corresponding feature in the refer-

ence face. The texture is coded as a di�erence map

between the image intensities of the exemplar face and

its corresponding intensities in the reference face. Such

a normalized texture can be written as a vector T =

(i1; ::::in)
T 2 <n, that contains the image intensity dif-

ferences i of the n pixels of the image. All images of

the training set are mapped onto the reference face of

the corresponding orientation. This is done separately

for each rotated orientation. Automated procedures

for this nonlinear normalization are found in the opti-

cal ow literature and its application to faces [1, 3, 7].

Module for 2D-shape processing: The 2D-shape model

of human faces used in the algorithm is based on the

linear object class idea (the necessary and su�cient

conditions are given in [8] ) and is built on a train-

ing set of pairs of images of human faces. From each

pair of images, each consisting of a \rotated" and a

\frontal" view of a face, the 2D-shape vectors sr for

the \rotated" shape and sf for the \frontal"shape are

computed. Consider the three-dimensional shape of

a human head de�ned in terms of pointwise features.

The 3D-shape of the head can be represented by a vec-

tor S = (x
1
; y

1
; z

1
; x

2
; :::::; yn; zn)

T , that contains the

x; y; z-coordinates of its n feature points. Assume that
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Figure 1: Synthesized frontal views (center column)
to a given rotated (24�) image of a face (left column)
are shown. The prior knowledge about faces was given
through a training set of 99 pairs of images of di�erent
faces (not shown) in the two orientations. Addition-
ally a single 3D-head model for the reference face was
used to establish correspondence across the view point
change. The frontal image of the real face is shown in
the right column.

S 2 <3n is the linear combination of q 3D shapes Si of

other heads, such that: S =
Pq

i=1 �iSi. It is quite obvi-

ous that for any linear transformation R (e.g. rotation

in 3D) with Sr = RS, it follows that Sr =
Pq

i=1 �iS
r
i .

Thus, if a 3D head shape can be represented as the

weighted sum of the shapes of other heads, its rotated

shape is a linear combination of the rotated shapes of

the other heads with the same weights �i.

To apply this to the 2D face shapes computed from

images, we have to consider the following. A projec-

tion P from 3D to 2D with sr = PSr under which

the minimal number q of 2D-shape vectors necessary

to represent Sr =
Pq

i=1 �iS
r
i and s

r =
Pq

i=1 �is
r
i does

not change, it allows the correct evaluation of the co-

e�cients �i from the images. Or in other words, the

dimension of a three-dimensional linear 2D-shape class

is not allowed to change under a projection P . Assum-

ing such a projection, and that sr , a 2D shape of a

given \rotated" view, can be represented by the \ro-

tated" shapes of the example set sri as

sr =

qX

i=1

�is
r
i ; (1)

then the \frontal" 2D-shape sf to a given sr can be

computed without knowing S using �i of equation (1)

and the other sfi given through the images in the train-

ing set with the following equation:



s
f =

qX

i=1

�is
f
i : (2)

In other words, a new 2D face shape can be computed

without knowing its three-dimensional structure. It

should be noted that no knowledge of correspondence

between equation (1) and equation (2) is necessary

(rows in a linear equation system can be exchanged

freely).

Module for texture processing: In contrast to the shape

model, two di�erent possibilities for generating a \frontal"

texture given a \rotated" texture are described. The

�rst method is again based on the linear object class

approach and the second method uses a single three-

dimensional head model to map the texture from the

\rotated" texture onto the \frontal" texture. The lin-

ear object class approach for the texture vectors is

equivalent to the method described earlier for the 2D-

shape vectors. It is assumed that a \rotated" tex-

ture tr can be represented by the q \rotated" textures

t
r
i computed from the given example set as follows:

t
r =
Pq

i=1 �it
r
i . The new texture tf is generated

by combining the \frontal" example textures using the

computed weights �i as follows t
f =
Pq

i=1 �it
f
i .

A single 3D head model: Whereas the linear texture ap-

proach is satisfactory for generating new \frontal" tex-

tures for regions not visible in the \rotated" texture, it

is not satisfactory for the regions visible in both views.

The linear texture approach is hardly able to capture

or represent features which are particular to an indi-

vidual face (e.g. freckles, moles or any similar distinct

aspect of facial texture). Such features ask for a direct

mapping from the given \rotated" texture onto the new

\frontal" texture. However, this requires pixelwise cor-

respondence between the two views (see [3]).

Since all textures are mapped onto the reference face, it

is su�cient to solve the correspondence problem across

the the viewpoint change for the reference face only. A

three-dimensional model of an object intrinsically al-

lows the exact computation of a correspondence �eld

between images of the object from di�erent viewpoints,

because the three-dimensional coordinates of the whole

object are given, occlusions are not problematic and

hence the pixels visible in both images can be sepa-

rated from the pixels which are only visible from one

viewpoint.

Final image synthesis: The texture obtained through

direct texture mapping across the viewpoint change

and the texture obtained through the linear class ap-

proach are merged by standard image blending tech-

niques. This new texture is �nally warped along the

generated new 2D-shape vector to the new image rep-

resenting a new view to the input face image.

3. FACE IMAGES AND HEAD MODEL.

Images of 200 caucasian faces, showing views of (0�,

30�, 60� and 90�). The images were originally rendered

under mainly ambient illumination conditions from a

data base of three-dimensional human head models re-

corded with a laser scanner (CyberwareTM ). The sim-

ulated pin-hole camera was set to a distance of 120

cm from the face. The di�erent views were taken by

moving the camera around the face. The head hair

was removed digitally (but with manual editing), via

a vertical cut behind the ears. The resolution of the

grey-level images was 256-by-256 pixels and 8 bit.

Preprocessing: First the faces were segmented from

the background and aligned roughly by automatically

adjusting them to their two-dimensional centroid. The

centroid was computed by evaluating separately the av-

erage of all x; y coordinates of the image pixels related

to the face independent of their intensity value.

A single three-dimensional model of a human head was

used to render the two reference images and to com-

pute the correspondence �eld between these two im-

ages. This model was the average of 50 three-dimension-

al models of human heads, recorded with a laser scan-

ner (CyberwareTM ).

4. RESULTS

The algorithm was tested on 200 human faces. For

each face, images were given in four orientations (0�,

30�, 60� and 90�).

The data was divided into two subsets of 100 faces

each. The two sets were used as a test and a training

set and vice versa. For each orientation separately a

linear model was built from the 100 faces of the train-

ing set. For each orientation and each face of the test

set, new views were generated using the linear models

obtained from the training set and the synthesis tech-

nique described earlier.

For each synthetic image, the most similar image in

the whole data set of 200 di�erent faces in the same ori-

entation was computed. For comparison the Euclidean
distance (L2) was applied to the images in pixel repre-

sentation without further processing.

The error rates evaluated over all 200 faces are plot-

ted in �gure 2. For rotations of 30� the error rate was

at maximum 2%. For rotations of 60� the error rate

was on average 17:5% and for 90� the error reached

45%. Pure chance would have lead to an error rate of

99:5%
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Figure 2: Recognition errors evaluated on 200 faces for
each transfer condition. For each test view new views
were generated and compared to 200 images showing
di�erent faces in the same orientation. The model for
the view synthesis was built on 100 training faces.

5. DISCUSSION

The results indicate the importance of the proposed

face model for viewpoint independent face recognition

systems.

Several open questions remain for a fully automated

implementation. The key step in the proposed tech-

nique is a correspondence �eld between images of faces

seen from the same viewpoint. The optical ow tech-

nique used worked well, however, for images obtained

under less controlled conditions, a more sophisticated

method for �nding the correspondence might be neces-

sary. The use of images derived from 3D-head models

allowed the generation of identical illumination condi-

tions for all example and test images. An extension

of the proposed method to test images obtained by a

normal camera will lead to more unconstrained lighting

conditions and will inuence the correspondence �nd-

ing step. Both problems have been investigated by Hal-

linan (1995) for frontal face images. By �tting a linear

model to an image, he could determine the lighting con-

ditions as well as the correspondence. This approach

is very similar to the correspondence techniques based

on active shape models [6, 5], which are more robust to

local occlusions when applied to a known object class.

One of the most critical assumptions in the method

presented here, is that the orientation of a face in the

image must be known. Di�erent techniques have been

reported to estimate the orientation of faces [2, 6] . The

approach [6] using a exible face model for pose esti-

mation was precise to 2 � 5�. It is not clear yet how

precisely the orientation should be estimated to yield

satisfactory results. However, considering that there

was still some variance in the pose of the faces in our

data set, a precision of 2� seems promising.
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