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ABSTRACT

Current audio compression schemes are capable of

reducing the per channel bit rate of high quality audio

signals from 16 bits per sample to around 2-4 bits per

sample.  In these schemes, knowledge of psychoacoustics is

utilised and a uniform or nonuniform frequency

decomposition method is used.  In this paper we derive the

optimum bit allocation to achieve the highest perceptual

quality under a fixed bit rate, for an arbitrarily decomposed,

critically sampled, filter bank.  The resultant optimum bit

allocation gives rise to a shaped reconstruction noise floor

approximately parallel to the masking threshold level.

Perceptual coding gain is defined and should be maximized

for an optimum decomposition performed by the filter bank.

Optimum band splitting is discussed and it is pointed out

that decomposition in the manner of critical band splitting

does not lead to optimal performance.

1.  INTRODUCTION

Some of the current audio compression schemes, e.g.

MPEG Layer I, II and III [1], utilise filter banks and

knowledge of psychoacoustics to reduce the bit rate of high

quality audio from 16 bits/sample to around 2-4

bits/sample.  In these schemes, filter banks are used to split

the signals into a number of frequency channels, enabling

each channel to be quantized independently so that the

quantization noise will be confined to this channel and be

perceptually masked.  The filter banks commonly in use

are either uniform or nonuniform, but with fixed frequency

resolution.  Recently, it has been pointed out by Princen

and Johnston [2] that resolution of the filter bank must

vary with time if the system is to achieve optimum

performance on a wide variety of signal types.

In an audio coding scheme, the performance is closely

related to the bit allocation process, which assigns a certain

number of bits to every channel according to a certain

criterion. Usually, the bit allocation scheme is based on one

of the following two optimization criteria.

· The reconstruction error is the least in terms of mean

square error (MSE), or the signal to reconstruction error

ratio (SNR) is the largest.  This criterion was used in

early systems for speech coding [3].  It is found that bit

allocation under this criterion results in a flat

reconstruction noise floor in the frequency domain.

· The reconstruction error is the least detectable by the

human receiver.  This criterion is important in digital

audio coding because of the ultimate requirement of

perceptual quality.  It will be explained that this criterion

is interpreted as having the least reconstruction error to

masking threshold ratio (or noise to mask ratio, NMR),

and bit allocation under this criterion results in a shaped

reconstruction noise floor approximately parallel to the

masking threshold level.

Though optimum bit allocation is not a new subject [4],

and the optimum bit allocation under the least MSE

(LMSE) criterion was studied in [5] for paraunitary

analysis/synthesis systems (which give rise to perfect

reconstruction), there has not been any literature about the

optimum bit allocation specially for the least NMR

(LNMR) criterion.  In this paper, we�ll derive the optimum

bit allocation for the LNMR criterion and show that the

practical bit allocation procedure used in MPEG/audio [1]

can be modified to suit general systems.

Similar to the conventional concept of coding gain [3]

defined under the LMSE criterion, a novel term �perceptual

coding gain� will be defined.  We suggest that the optimum

decomposition performed by the filter bank is to achieve

the maximum perceptual coding gain, which results from

the optimum bit allocation under LNMR criterion.  Results

obtained from calculating maximum perceptual coding

gains for various audio signals show that the

decomposition into auditory critical bands does not lead to

the optimum performance.

Before we move on, some assumptions are given as

follows.  Assume the M-channel filter bank used in the

subband coding is critically sampled and the decimation

factor for channel i is ki.

Assume the decomposed samples in channel i are

encoded to Ri bits/sample.  Consequently, the average bit

rate of the encoded signal is
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Assume the input audio signal variance is σ x
2 .  In an R

bits/sample PCM coder, the quantization error variance is

given by [3]
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where the constant e2 is the quantizer performance factor.

Assume the filter bank renders the decomposed signals

uncorrelated with each other.  As a result, the variance σ x
2

of the input signal will be the summation of the variances

σ xi
2  of all its decomposed channels [3], i.e.
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For channel i, assume the samples are quantized to Ri
bits/sample.  The reconstruction error variance is,
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2.  UNIFORM SUBBAND CODING FOR LNMR

Based on psychoacoustics, in audio coding, as long as

the quantization noise is lower than the masking threshold

at any frequency, the noise will be inaudible.  Since the

masking threshold varies with frequency, a noise floor that

changes with the masking threshold would result in a lower

bit rate for given perceptual effect.

For a given input audio power spectral density (psd)

S(ejW), using a psychoacoustic model [1], we are able to

obtain the masking threshold density T(ejW).  We define the

signal to mask ratio density (SMRD) as the ratio of signal

psd and masking threshold density, i.e.

SMRD(ejW) = S(ejW) / T(ejW)

In subband coding, the ith channel covers frequency

range [Wi, Wi+1] and the masking threshold is given by [1]
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and the signal to mask ratio (SMR) is given by
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where the weightings wi = 1/ti.

In order to make the reconstruction error least

detectable by the human ear, the NMR in each channel

must be minimised.  The purpose of coding is to minimise

the total NMR; taking account of the bandwidth weightings

on the individual NMRs, the problem is given as
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Under the condition of equation (1).

Using the method of Lagrange multiplies [3], we yield
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Obviously, the bit allocation for uniform subband

coding is a special case by replacing ki with M.

The error variance in channel i under the optimum bit

allocation can be calculated as
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It can be found that the weighted noise variance wi riσ 2 ,

or the NMR value in each channel, is a constant.  This

reveals that the noise floor is shaped in parallel to the

masking threshold.  In coding with transparent quality, the

noise floor must not be higher than the masking threshold,

or equivalently, wi riσ 2 (dB) must not be greater than 0.

Because the purpose of the noise shaping is to achieve

higher perceptual quality, the coding gain defined for

LMSE criterion does not match this purpose.  Now, we

define the perceptual coding gain G as the ratio of total

NMR in PCM and total NMR in subband coding (SB),

taking bandwidth weightings into consideration,
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Substituting the optimum bit allocation results, we

obtain the maximum perceptual coding gain as
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Since the ratio of weighted arithmetic mean is larger than

or equal to the weighted geometric mean for positive

values [6], this gain is always larger than 1 for a non-flat

noise shaping.

Note that the optimum bit allocations calculated from

(2) may be less than zero.  In practice the bit allocation in

each channel is required to be non-negative with an upper

limit.

Because of (2), interpretation to a practical bit

allocation for a 4-band system can be made through Fig. 1,

which is a similar illustration of bit allocation for LMSE

made in [7].  The vertical axis for the thick curve is SMR,

or the weighted signal variance wi xiσ 2 . The vertical axis

for the thin curve is the SMR density (SMRD).  The

dashed lines represent bit allocation decision thresholds lk,

which are 6.02 dB apart from each other.  From (2), the

decision threshold l0 is initially assigned

l0 = 6.02c = 10log10( wi ri optσ ,
2 ) - 10log10e2  dB



Because non-negative bit allocation is required, the

decision threshold l0 may need to be adjusted.  In the

figure, NMR floor is shown to be parallel to the level of l0.
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Fig. 1  Illustration of bit allocation for subband coding

In practice, integer bit allocation can be carried out

using iterative procedures similar to the one used in NMR

bit allocation for uniform subband coding, as conducted in

[1].  In each iteration stage, the channel which has the

highest NMR value will be given one more bit allocation.

Note that different channels contain different numbers of

decomposed samples.

3.  OPTIMUM BAND SPLITTING FOR LNMR

In the previous section, we have discussed the optimum

bit allocation and maximum coding gain for uniform and

nonuniform subband coding to achieve LNMR.  A question

is raised on how to split the frequency band to achieve

LNMR at a given average bit rate.  The following is a

discussion regarding this question.

As implied in equation (1), the number of bits used by

channel i is proportional to Ri /ki.  Since ki = p/DWi and

because of (2), the number of bits used by channel i is

proportional to ∆Ωi i⋅ −( )SMR λ0 , which is proportional

to the area below the thick line and above the lowest

decision threshold l0 in channel i in Fig. 1.  We call this

area �bits reserve area�.

To obtain the lowest bit rate for a given NMR criterion,

we need to have the smallest bits reserve area given by
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Consider an arbitrary band of SMR density spectrum

SMRD(ejW), Wa £ W £ Wb, which in numerical calculation,

is rewritten as SMRD(k), where k is the spectral line index

and ka £ k £ kb.  Assume the SMR density spectrum is

above l0.

If this band is regarded as a single channel, the bit

reserve area A within this channel is yielded as
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If this band is regarded as kb - ka uniform channels, the

bit reserve area A is obtained as
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The equal occurs only if this band of spectrum is flat.

This implies that to achieve the least NMR or the highest

perceptual coding gain, we have the following band

splitting rules.

· In a channel, if the SMR is not flat, split the channel.

· If the SMR over two adjacent channels is flat, we can

either combine these two channels together to make a

single channel or leave them as separate channels.

Note that the above rules only apply to cases where the

SMR density spectrum is higher than l0.  Otherwise, the

continuous parts of the spectrum that are lower than l0 can

be formed into a single channel.

Consequently, in terms of NMR, the highest perceptual

coding gain is achieved when the band splitting scheme is

one where the SMR is flat in each channel whose SMR

density spectrum is above l0.  Obviously, for general audio

signals, the perceptual coding gain improves with larger M,

namely with a better frequency resolution.

In certain applications a fixed M is required [8], [9].

The optimum band splitting under these circumstances is

left as further work.

4.  DISCUSSIONS ON BAND SPLITTING

In psychoacoustics, the critical band rate reflects the

auditory frequency resolution which is about 100 Hz at low

frequencies and about 3500 Hz at high frequencies [10].

However, in terms of perceptual coding gain, on many

occasions a nonuniform band splitting according to the

human auditory critical band rate is not the best choice,

because such a band-splitting results in very coarse

frequency resolution in high frequencies where the SMR

curve is far from flat.  This can be seen from the example

shown in Fig. 2, where the SMRD spectrum of a violin

signal is shown, and the critical band division is also

depicted.
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Fig. 2 Critical band division of the SMRD spectrum

In most cases, critical band splitting is worse than a

uniform splitting with the same number of channels.  To

confirm this, a program in the C language was written to

calculate the perceptual coding gains for 25-channel

uniform band splitting and for 25-channel critical band

splitting.  The program adopts the MPEG psychoacoustic

model 2 [1] to calculate the masking thresholds.  The

perceptual coding gain for each section of 384 input

samples is calculated.  In Fig. 3, the perceptual coding

gains obtained for the piece of violin signal is shown.  It

shows that the uniform band splitting is superior to the

critical band splitting.  Results obtained for some of other

audio signals reveal the same fact.
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Fig. 3  Perceptual coding gains for a piece of violin signal

In the previous section, it was pointed out that band

splitting into a larger number of channels gives better

perceptual coding gain than a smaller number of channels.

Since it is difficult to design a filter bank with a large

number of channels, transforms are usually used for

providing better frequency resolution.  It is confirmed in

[11] that transform coders tend to achieve better quality

than uniform subband coders.  However, the drawback of

transform coders is that they lack time resolution and may

cause pre-echo effect for signals with a period of silence

followed by an attack [11].

Since audio signals are non-stationary and their SMR

density changes with time, an adaptive nonuniform

subband coding is desirable.  However, this is a formidable

task since an arbitrary nonuniform filter bank is difficult to

design [9].

A feasible approach is to design an adaptive filter bank

which enables a number of choices of band splitting, and

the selection of a choice is decided by the psychoacoustic

analysis of time-frequency energy distribution of the

signal.  For example, an implementation by Princen and

Johnston [2] on an audio coder with adaptive filter banks

gives promising performance which is better than MPEG

Layer III at very low bit rates of 64 and 48  kbps for mono

audio signals.
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