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ABSTRACT

This paper proposes a tonal component coding algorithm

for a codec that employs a transform followed by Hu�man

coding, such as MPEG-2 Audio NBC (Non-Backward Com-

patible)[1]. After the input audio signal is mapped onto a

frequency domain, the proposed algorithm withdraws local

maximum components that degrade coding e�ciency. By

this withdrawal, the atness of the spectrum increases and

the e�ciency in Hu�man coding is improved. The with-

drawn components are encoded separately as side informa-

tion. When the frequency resolution of the time/frequency

mapping is high, this algorithm works more e�ectively since

local maximum samples appear more frequently with such

a mapping. Simulation results show that this algorithm
achieves as much as 11% bit reduction per frame and im-

proves the coding e�ciency in 41% of all the audio frames.

1. INTRODUCTION

Recently, e�cient audio signal coding algorithms have

widely been studied for digital storage media and ISDN

(Integrated Services Digital Network) applications. To

achieve high coding e�ciency, MDCT(Modi�ed Discrete

Cosine Transform), psychoacoustic analysis and entropy

coding have been employed in recent coding algorithms.
Among such algorithms are MPEG-1/Audio Layer III[2],

ASPEC[3] and MPEG-2 Audio NBC. These algorithms con-

sist of �ve major blocks, time/frequency mapping, psychoa-

coustic analysis, quantization, noiseless coding and frame

packing. Figure 1 shows a block diagram of MPEG-2 Au-

dio NBC Reference Model 2 (RM2)[4], which is the latest

among these codecs. The input audio samples are trans-

formed into a frequency domain by MDCT. The frequency-

domain samples are quantized in the quantization block.

The psychoacoustic analysis controls quantization to im-

prove the subjective coding quality. The noiseless coding

removes the redundancy from the quantized samples by uti-

lizing Hu�man coding. The frame packing block assembles

the bitstream.

As a noiseless coding algorithm, similar algorithms

are employed in MPEG-1/Audio Layer III, ASPEC and

NBC RM2. However, the frequency resolution of the

time/frequency mapping is di�erent among these codecs.

The frequency resolution of NBC RM2 is twice as higher

compared to ASPEC and MPEG-1/Audio Layer III. When

the frequency resolution is high, a few frequency-domain
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Figure 1. Block diagram of MPEG-2 Audio NBC
RM2.

components tend to have relatively large amplitudes to

adjacent components. Especially, this tendency becomes

strong for an audio signal with tonal components. These

components sometimes degrade the coding e�ciency in the

noiseless coding block.

This paper proposes a tonal component coding algorithm

that improves the coding e�ciency in noiseless coding. The

tonal components which degrade the coding e�ciency are

withdrawn before the noiseless coding is performed. The

withdrawn samples are separately encoded as side informa-

tion. The performance of the proposed algorithm is evalu-

ated by computer simulation results.

2. CONVENTIONAL NOISELESS CODING
ALGORITHM

In the noiseless coding block where the redundancy of

the quantized samples is removed, the samples are com-

bined together in its frequency order and compose ~X =

[X1; X2; : : : ;XN ] where N is the block length of MDCT

and Xi(i = 1; 2; : : : ; N) are quantized samples. These ele-

ments of ~X are partitioned into three regions, R1, R2 and

R3, according to their amplitudes. Each region is encoded

by di�erent methods for better noiseless coding e�ciency.

In general, when audio signal is mapped with MDCT,
the higher the frequency is, the smaller the spectrum value

is. Most of the quantized spectrum values are zero in the

high frequency. These zero-valued elements compose R3.

The quantized spectrum value gradually becomes larger as

the frequency becomes lower. R2 contains the elements

whose absolute values are less than two. The low frequency

elements which have large amplitudes compose R1.

The partitioning is performed based on the amplitude of

the elements. The elements are examined one after another

from the highest-frequency element ,XN , until the �rst non-

zero element, XR2end, is encountered. These zero-valued el-

ements, XR2end+1; XR2end+2; : : : ;XN , compose R3. Then,



Figure 2. Conventional noiseless coding algorithm.

Figure 3. Distribution of element values in R1
which are neighboring R2.

the examination continues from XR2end until the �rst ele-

ment XR1end, whose value is more than one, is detected.

These elements, XR1end+1; XR1end+2; : : : ; XR2end, compose

R2. All other elements compose R1. This partitioning is il-

lustrated in Figure 2. The values of the elements in R1 and
R2 are Hu�man-encoded. An appropriate Hu�man table is

selected for R1 and R2 respectively so that the maximum

value in the region can be encoded. Since any value up

to the maximum value in the region must be encoded with

the selected table, the average number of bits to encode an

element increases in accordance with this maximum. There-

fore, when a few large values exist in a region, the coding

e�ciency is degraded. This degradation becomes a seri-

ous problem especially in a low bitrate encoder with a high

frequency resolution such as MPEG-2 Audio NBC. This is

because a few components tend to have large value when

the tonal signal is mapped onto the frequency domain with

a high frequency resolution.

One example that degrades coding e�ciency is the ele-

ments in R1 which are neighboring R2. The absolute values

of these elements are generally less than two as well as el-

ements in R2. Figure 3 shows a distribution of element

values in R1 when six di�erent audio sources are encoded.

The encoded sources are Harpsichord, Castanets, Speech,

Bagpipes, Glockenspiel and Pitchpipe (48 kHz sampling,

monaural). The distribution is examined for the elements

in R1 which are neighboring R2. The number of examined

elements is a quarter the number of elements in R2. The

95% of the elements in R1 which have been examined have

the value less than two. The average code length for an

element is shorter in R2 than in R1. Therefore, the coding

e�ciency is improved if these elements are included in R2.

However, due to the remaining 5% elements whose values
are more than two, these elements are included in R1.

3. PROPOSED TONAL COMPONENT
CODING ALGORITHM

The proposed algorithm withdraws some large-amplitude

samples from the quantized frequency-domain samples be-

fore Hu�man coding. This withdrawal makes the maximum

sample value in the region smaller and enables the use of

a smaller Hu�man code table. Generally, a smaller Hu�-

man code table makes the average code length per symbol

shorter. Therefore, the coding e�ciency is improved. The

withdrawn samples are encoded separately as side infor-

mation. If this withdrawal does not make any gain, con-

ventional noiseless coding algorithm with no withdrawals is

performed.
Figure 4 illustrates the proposed algorithm. The elements

in R1 are separated into two groups, local maxima that

degrade the coding e�ciency and the others. Local maxima

are the elements whose values are more than one in R1

which are neighboring R2.

The actual encoding procedure consists of three steps. As

the �rst step, local maximum samples to be withdrawn are

detected. At the second step, ~Z = [Z1; Z2; : : : ; ZN ] that

represents local maxima and ~Y = [Y1; Y2; : : : ; YN ] that rep-

resents the others are generated. ~Y is derived by replacing

withdrawn elements of ~X by zero. ~Z is calculated by ~X� ~Y .

In other words, ~Y includes at least A non-zero elements and
~Z includes at least (N � A) zero elements where A is the

number of withdrawn samples. In the last step, ~Y and ~Z are

encoded. In order to realize these procedures, the MPEG-2

Audio NBC RM2 block diagram has been modi�ed in noise-

less coding as shown in Figure 5. More details of each step
are described in the following subsections.

3.1. First step: detection of samples to be with-
drawn

Local maximum samples to be withdrawn are detected by

the following procedures.

1. Calculate the number of bits L0 that are neccesary to

encode ~X by conventional noiseless coding.

2. Let m and M be one and the maximum number of
withdrawn samples.

3. Detect the frequency index Pm of withdrawn elements

and their element values Qm by the following equation.

Pm = maxfiji � XR1end+1; jXij > 1g; Qm = XPm

4. Replace the value of XPm by zero and re-partition ~X

into R1, R2 and R3.



Figure 4. Proposed noiseless coding algorithm.
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Figure 5. Di�erences between conventional and proposed algorithms .

5. Calculate the neccessary number of bits Lm to en-

code the elements in R1 and R2, P1; P2; : : : ; Pm and

Q1;Q2; : : : ; Qm.

6. Increase m by one.

7. If m is not greater than M then go back to Procedure

3.

8. Let A, giving minfLaja = 0;1; : : : ;Mg, be the number

of withdrawn samples.

3.2. Second step: Withdrawal of local maxima
~Z and ~Y that represent local maxima and the others are

generated. Let ~Y be equal to ~X, ~Z be zero-vector whose

dimension is the same as that of ~X. If A is greater than
one, let Zm be equal to Qm and XPm be zero for each

m = 1; 2; : : : ; a.

3.3. Third step: Encoding of main and side infor-
mation

The elements of ~Y and ~Z are encoded. The conventional

noiseless coding algorithm is employed for ~Y . For ~Z, the

frequency indexes and amplitudes of non-zero elements are

encoded. Better coding e�ciency is achieved by encod-

ing (P1 � R1end � 1); (P2 � P1); : : : ; (Pa � Pa�1) instead

of P1; P2; : : : ; Pa for the frequency indexes. As the ampli-

tudes, (jQmj � 2) and the sign of Qm are encoded insted

of Qm. This is because Qm is a withdrawn local maximum

sample and jQmj can not be less than two. The codes for

local maxima(~Z) and the others(~Y ) are multiplexed and fed

into the frame packing block.

3.4. Decoding operation

The additional decoding operation to the conventional al-

gorithm is to reproduce the local maxima and merge them

with the Hu�man decoding outputs. Therefore, the com-
plexity increase is negligible.

4. EXPERIMENTAL RESULTS

The proposed algorithm was evaluated by computer simu-

lations for the same six sound sources as in Section 2. The

bitrate was 64 kbps and M was set to four. The coding

e�ciency was compared with MPEG-2 Audio NBC RM2.

Table 1 shows the rate of \e�ective-frame" where this algo-

rithm needs less bits than MPEG-2 Audio NBC RM2, the

maximum improvement of coding e�ciency in a frame and

average improvement in the e�ective-frame. As much as

11% improvement of the coding e�ciency is achieved and



Table 1. Coding e�ciency.

e�ective maximum average

Sources frame improvement improvement

rate[%] [%] [%]

Harpsichord 55.8 5.78 1.18

Castanets 40.6 6.04 1.18

Speech 39.2 7.59 1.16

Bagpipes 30.5 5.96 0.84

Glockenspiel 30.4 11.01 2.99

Pitchpipe 50.4 3.38 0.90

Total 41.2 11.01 1.28

Figure 6. Bit reduction per frame (Glockenspiel).

the algorithm reduced coding bits in 41% of all the frames.

The number of reduced bits strongly depends on the en-

coded sound source. Figures 6 and 7 show two typical

examples of the number of reduced bits per frame. For

Glockenspiel in Figure 6, the large amount of bit reduction

is derived from some limited areas along the X-axis. On

the other hand, more averaged amount of bit reduction is

derived from a larger areas along the X-axis for Pitchpipe
in Figure 7.

Figure 8 shows the relation between a maximum sample

value and bit reduction per frame. The maximum sam-

ple value per frame approximately represents the dynamic

range of the input audio signal. As the dynamic range be-

comes wider, the encoding e�ciency degrades. The bit re-

ductions above 2,000 along the X-axis are derived from the
frames which have a wide dynamic-range signal and are

di�cult to encode. The proposed algorithm improves the

decoded sound quality by using these reduced bits for en-

coding.

5. CONCLUSION

An e�cient tonal component coding algorithm has been

proposed and its performance has been shown by com-

puter simulation results. The proposed algorithm improves

the coding e�ciency by withdrawing local maximum sam-

ples in the frequency domain with few increase of decoding

complexity. Simulation results show that this algorithm

achieves as much as 11% bit reduction per frame and im-

proves the coding e�ciency in 41% of all the audio frames.

This algorithm can reduce the quantization bits in other

coding algorithms by narrowing the dynamic range of the

Figure 7. Bit reduction per frame (Pitchpipe).

Figure 8. Maximum sample value and bit reduction
per frame

input signal. It can also be applied to runlength coding

for making the runlength longer. Therefore, the proposed

algorithm can be incorporated into various kinds of coding

algorithms as well as MPEG-2 Audio NBC.
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