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ABSTRACT

We propose a new time-scale modi�cation method for high

quality audio signals. Our approach strives to preserve pitch

and timbre. In our method, the signal is represented as

the sum of sinusoidal components and a residual (edges

and noise). The decomposition is computed via a com-

bined harmonic and wavelet representation. Time-scaling is

performed on the harmonic components and residual com-

ponents separately. The harmonic portion is time-scaled

by demodulating each harmonic component to DC, inter-

polating and decimating the DC signal, and remodulating

each component back to its original frequency. The residual

portion is time-scaled by preserving edges and relative dis-

tances between the edges while time-scaling the stationary

(noise) components between the edges.

1. INTRODUCTION

Time-scale modi�cation of audio is important in music syn-

thesis, audio/video synchronization, and commercial broad-

cast applications. For example, a radio station may have

a three minute time slot in which to air a three minute

and twenty second program without losing any content or

distorting the perceptual qualities of the signal. In this

paper, we present a novel method for time-scale modi�ca-

tion of complex audio signals with little or no distortion of

the pitch and timbre of the music signal. In our method,

the signal is represented as the sum of sinusoidal compo-

nents and a residual. The decomposition is evaluated us-

ing a combined harmonic and wavelet representation. In

the wavelet domain, the residual is further separated into

transient (edges) and noise components. Time-scaling is

performed on the harmonic components and residual com-

ponents separately. The harmonic portion is time-scaled

by demodulating each harmonic component to DC, inter-

polating and decimating the DC signal, and remodulating

each component back to its original frequency. The resid-

ual portion is time-scaled by preserving the edges and the

relative distances between the edges while time-scaling the

stationary (noise) components between the edges.

Several methods have been developed for time-scale mod-

i�cation of speech signals. Frequency based methods such

as the phase vocoder [1] do not preserve the temporal char-

acteristics of the signals. Several time domain waveform
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based overlap-add (OLA) methods have been proposed for

the time-scale modi�cation of speech and audio signals

[2, 3]. OLA methods modify the time-scale by adding suc-

cessive signal segments in a manner that maintains maximal

local similarity to the original waveform. In [4], Laroche,

et. al. propose to model speech signals as harmonic com-

ponents and noise. The sinusoidal parameters are esti-

mated in the time domain using a least squares approach

and the residual is modeled as an AR process. McAulay

and Quatieri [5] present a sinusoidal analysis method for

the time-scale modi�cation of speech. The amplitude, fre-

quency, and phase information is extracted from the signal.

The signal is scaled by resynthesizing the signal over a dif-

ferent length time interval. The phase parameters are ad-

justed using estimates of the pitch period within the frame-

work of a vocal tract and vocal cord excitation model.

2. STRUCTURE OF TIME SCALING

ALGORITHM

The structure of the time-scale modi�cation algorithm is

shown in Fig. 1. The idea is to scale the signal in time

by a constant scaling factor �, (where � > 1 for expansion,

and � < 1 for compression), without modifying the pitch or

timbre of the signal. The harmonic analysis/synthesis of the

signal is performed as in [6]. Thomson's harmonic analysis

technique is used to estimate the frequency, amplitude, and

phase of each tonal component located in the signal. This

information is used in the time-scale modi�cation of the

sinusoidal portion of the signal. Also, the harmonic signal

is resynthesized at the original time-scale and the result is

subtracted from the original signal in order to generate the

residual portion of the signal, r(n) = x(n) � s(n), where

x(n) is the original signal and s(n) is the harmonic portion.

This allows us to deal with the harmonic and the residual

portions of the signal separately. The procedure for time-

scaling the harmonic and residual portions of the signal are

described in the next two sections.

Note that our approach di�ers from that of [4] in sev-

eral respects. The pitch synchronous approaches are not

as useful for general audio because of the ambiguity of the

pitch for complex signals. Also, music signals tend to be

very complex, containing sharp attacks or transitions. We

decompose the residual into edge-like and noise-like fea-

tures. In our method, we analyze the residual with a wavelet

transform and perform the time-scale modi�cations in the

wavelet domain. We treat edges in the residual signal sep-



arate from the rest of the residual signal. In particular, we

do not rely on a stochastic model of the residual that does

not preserve important temporal features of the signal. It

is known that Fourier based or sinusoidal techniques are

more e�cient and accurate for the representation of tonal

signals, where as wavelet based methods are more suitable

for representing edge-like and noise-like signals [6]. Second,

our harmonic analysis procedure is more accurate because

we use Thomson's harmonic analysis as in [6] which pro-

vides a test as to whether a harmonic is statistically signif-

icant. Further, perceptually irrelevant harmonics are dis-

carded using a frequency domain masking model. Because

we model the harmonic portion of the signal as pure tones,

we can use more accurate masking models for pure tones

and tone complexes [7]. Moreover, we utilize information

about just-noticeable di�erences (JND) to set a tolerance

for the modi�cation of each frequency present in the signal

[7]. Finally, we rely on time-scale modi�cation of the in-

phase and quadrature components corresponding to each

harmonic in the signal to modify the harmonic time-scale

information.

3. TIME-SCALING OF HARMONIC

COMPONENT

The pitch of an audio signal is a subjective attribute which

can't be measured directly. The pitch corresponds to the

frequency of a pure tone, and to the fundamental frequency

of more complex audio signals such as speech. There is,

however, a large class of complex music signals for which

this does not hold true. In [8], it is shown that the pitch is

not only a function of frequency, but also a function of level.

Below 2 kHz pitch decreases as the signal level increases,

and above 4 kHz pitch increases as the signal level increases.

Although the spectral pitch of the fundamental frequency

may be heard, the true pitch of the signal is determined by

harmonics other than the fundamental, which may or may

not be present in the signal. This is known as the residue,

or virtual pitch [9]. The residue pitch is a subharmonic

of a dominant (resolvable) frequency rather than the lowest

frequency. The residue pitch is heard only when at least one

partial is resolvable from the tone complex. Based on this

de�nition of pitch it is not only important to maintain the

absolute frequencies of the harmonics, but also the relative

spacings between them.

3.1. Harmonic analysis

The �rst part of our algorithm identi�es the harmonics

present in the signal. We begin by performing a harmonic

analysis on the input signal, segment by segment. This

yields the frequency content of the signal in each analysis

segment.

The harmonic analysis of signals is carried out using a

technique developed by Thomson [10] in order to detect the

presence of sinusoids in a signal. In this technique, the dis-

crete prolate sequences are used as a set of orthogonal data

windows, which provide a weighted set of estimates of the

frequency spectrum. Using point regression, we may then

�nd an estimate of the harmonic mean at a given frequency.

Once the estimate of the harmonic mean is obtained, an \F-

test" is performed for the \goodness of �t" of the regression

analysis [10]. Finally, masking is evaluated to discard irrel-

evant harmonics.

The output of this harmonic analysis are the frequencies,

amplitudes, and phases of the sinusoids present in the sig-

nal. This information is used to compute the residual signal

by direct subtraction of the non-time scaled harmonic part.

It is also used to time-scale the harmonic component of the

signal as explained below.

3.2. Demodulation/Time-Scale/Modulation

The time-scaling of the harmonics is performed using the

structure shown in Fig. 2. The �rst step in this proce-

dure consists of demodulating each harmonic detected by

the harmonic analysis step down to DC. We have elected

to use a coherent demodulation approach. After multiplica-

tion by sine and cosine functions of appropriate frequencies,

the signals are passed through lowpass �lters to extract the

in-phase and quadrature components at the frequencies of

interest. In our initial implementation, the bandwidths of

these lowpass �lters were selected based on psychoacoustic

considerations. For frequencies below 2.75 kHz, the band-

width of the lowpass �lter was chosen to be 11 Hz. For

frequencies between 2.75 KHz and 5.5 KHz, the bandwidth

of the lowpass �lter was 22 Hz. For frequencies between 5.5

KHz and 11 KHz, the bandwidth of the lowpass �lter was 44

Hz. Finally, for frequencies above 11 KHz, the bandwidth

of the lowpass �lter was 88 Hz [11]. For all but the lowest

band, these �gures correspond to lower limits on the just

noticeable frequency di�erence that our ear can perceive.

The in-phase and quadrature signals are then time-scaled

appropriately using interpolation and decimation opera-

tions. Finally, the time-scaled in-phase and quadrature

components are modulated back to their original frequency.

Note that since interpolation and decimation do not a�ect

DC (zero frequency), the harmonic content of the signal is

preserved. Note however, that the shape of the main lobe

around each dominant harmonic is a�ected. Our experi-

ments so far, indicate that this is not a problem.

Note also, that this approach to time-scaling the harmon-

ics avoids the phase discontinuities associated with earlier

time-scale approaches that relied on a harmonic decompo-

sition of the signal. Phase discontinuities occur typically at

segment boundaries from interpolation of phase from seg-

ment to segment. This is a more severe problem for complex

audio/music signals. In [5], the excitation phase is modi�ed

by the pitch period estimate in each frame. In speech, the

pitch period is related to the fundamental frequency. This,

however, is not necessarily the case with audio signals. The

pitch information in music requires a more accurate model.

3.3. Frequency Tracking

As in [12], we need to track the harmonic components of

each audio segment. Two types of tracking are required.

We need to start and stop harmonic components as they

appear and disappear in a smooth manner. This entails

proper windowing of the in-phase and quadrature signals

close to the time instants where harmonics must appear or

disappear.

We also need to track slow variations in the frequency of

the harmonic components. We disregard variations that are

smaller than the just noticeable frequency di�erence corre-



sponding to each of the frequencies that we are tracking.

Larger changes in frequencies are used to slowly change

the frequencies of the cosine and sine demodulation and

modulation signals used in our coherent demodulators and

modulators. In particular, we use cubic phase interpola-

tion to slowly change the frequencies of the cosine and sine

demodulating and modulating signals. The interpolation

guarantees that the proper frequency is used in the middle

of each analysis segment.

4. TIME-SCALING OF RESIDUAL

COMPONENT

The residual component, r, contains the transient (edge)

and noise information about the signal. The edges are

related to attacks of musical notes, transitions, or non-

harmonic instruments such as castanets, drums and other

percussive instruments. Such information may be related

to temporal aspects of a music signal such as tempo and

timbre.

Special care must be taken when manipulating the time-

scale of the residual component. First, it is important to

preserve the shape or slope of the attacks (edges). If the

slope is not preserved, the instruments tend to sound dull

because the high frequency information is lost. Second,

it is important to preserve the relative distances between

the edges while maintaining synchronization with the har-

monic component. This contains the information relative

to tempo. In the next section, we provide an example that

illustrates the di�culties that can occur when edges are not

treated separately.

To extract the edges we proceed as follows. The signal is

analyzed using a wavelet packet decomposition whose fre-

quency bands are designed to correspond with the critical

band structure of the human auditory system. We deter-

mine the locations of the edges in each band by subdividing

each analysis segment and comparing the relative energy

within each of the subsegments. The high energy regions

are labeled as edge regions. A binary representation of the

residual is then computed. In that representation, ones cor-

respond to edge regions and zeros to non edge regions. The

resulting signal is analyzed using an approach similar to the

one discussed in Section 3 to detect periodicities in the edge

information. The time-scaled signal is �nally obtained by

reproducing the edge information at the locations speci�ed

by a coherent time-scale modi�cation of the binary wave-

form that represents edge locations. The coherent time-

scale modi�cation of the binary waveform is similar to the

approach of Section 3 except that it relies on Hadamard

transforms and generally involves longer time analysis win-

dows.

The noise coe�cients (non-edge residual wavelet trans-

form coe�cients) are time-scaled using simple interpolation

and decimation. The total residual is then resynthesized

with the inverse wavelet packet transform.

5. RESULTS

Figures 3 and 4 shows a segment of a signal with 4 sinu-

soids present. After time-scaling there is a slight alteration

in the shape of the spectrum but the center frequencies re-

main constant. There is also little distortion in the tempo-

ral characteristics of the sinusoids. Informal listening tests

showed there was no di�erence in pitch.

Fig. 5 illustrates the di�culties with a straightforward

approach that does not separate the residual into edges

and noise. In this �gure, the residual corresponding to a

square pulse is scaled in time by �rst performing a subband

decomposition of the residual using a wavelet transform.

Compression was by a factor of 10 percent, i.e., � = 0:9.

Each band is time-scaled by a fractional sampling alteration

scheme with factor � =M=N , whereM is the interpolation

factor and N is the decimation factor. The residual is then

resynthesized using the corresponding synthesis �lter bank.

Note that in Fig. 5 the slope of the edge is a�ected by the

fractional sampling scheme. The degradation of the edge

increases for more extreme scaling factors. For real music

signals characterized by sharp transients such as castanets

or drums, the e�ect is a dulling of the perceived sound.

Thus, when scaling the residual it is important to separate

the edge component from the noise component. This shows

that we must deal with the edge and noise components sep-

arately.
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Figure 1. Block Diagram of time-scaling algo-
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