
LOW COMPLEXITY VQ FOR MULTI-TAP PITCH PREDICTOR CODING

Jayesh Patel

DSP Software Engineering, Inc.
Bedford, MA 01730

Email: jayesh@dspse.com

ABSTRACT

Pitch predictors are successfully used in Linear Prediction
Analysis-by-Synthesis (LPAS) coders to model periodicity
in speech. The various structures of pitch predictors are
investigated and used in LPAS coders. In most of the low
bit-rate LPAS coder design, single-tap or three-tap pitch are
commonly used. Higher prediction gain can be achieved by
using additional taps. 5-tap pitch predictor is rarely used in
low bit-rate speech coder because of high complexity and
bandwidth requirement in encoding additional tap gains.
This paper describes a technique for reducing the complex-
ity and bandwidth requirement for 5-tap pitch predictor.

1. INTRODUCTION

LPAS coders have given new dimension to the medium-rate
and low-bit rate speech coding research. Various forms of
LPAS coders are being used in applications like secure tele-
phone, cellular phones, answering machines, voice mails,
digital memo recorders etc. LPAS coders are based on a
speech production model and fall into category between
waveform coders and parametric coders (vocoders). It con-
sists [1] of two cascaded time varying �lters, short-term �l-
ter and long-term �lter (pitch predictor or adaptive code-
book) and stochastic codebook. A short-term predictor
is used in removing sample-to-sample correlation in the
speech. It estimates the short-time spectral envelope of
the speech. A long-term predictor (pitch predictor) is used
in removing long-term correlation exhibits during voiced
speech. A stochastic codebook serves as a source excita-
tion. The parameters of short-term �lter, long-term �lter
and stochastic excitation are optimized sequentially using
perceptually weighed mean squared error criterion. Most of
the current LPAS coders di�er in stochastic codebook im-
plementation and the transfer function of pitch predictor.
The pitch predictor has played an important role in suc-

cess of LPAS coder. Various structure of pitch predictor are
studied and can be categorized into:

1. Multi-tap pitch predictor (MTPP)

2. Fractional pitch predictor (FPP)

The level of periodicity in speech is not consistent
throughout the frequency spectrum. In most of the speech
signal, higher periodicity is observed at lower frequencies
than at higher frequencies. MTPP can provide this fre-
quency dependent gain factor [2]. The transfer function of

an odd-order MTPP with predictor coe�cient's gk center
around delay M is given by:
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In a conventional single-tap pitch predictor resolution of
the delay M in not su�cient for high-pitched speakers (fe-
male and child) as it is dependent on the sampling frequency
(8kHz). FPP can provide the fractional resolution for the
delay. The transfer function of a FPP with integer delay M ,
fractional delay l, and interpolation factor D, and predictor
coe�cient g is

P (z) = gz
�(M+ l

D )

Fractional delays in the FPP are implemented using
polyphase �lters [2]. For a single-tap pitch predictor D = 0
and p = 1 in MTPP and l = 0 in FPP. Use of additional taps
and fractional delay in pitch predictor boosts the speech
quality of the coder. The speech quality, complexity and
bit-rate are a function of p in MTPP and l and D in FPP.
The higher the values of p or (l and D), the higher the
complexity, the bit-rate and better the speech quality.
The performance of multi-tap pitch predictor is close to

fractional pitch predictor [2][3]. The disadvantage of FPP
is it requires higher computational complexity at the en-
coder as well as at the decoder end due to an interpola-
tion procedure. Single-tap or three-tap pitch predictors are
widely used in LPAS based coder design based tradeo� be-
tween quality, complexity and bandwidth. Though higher-
tap (p = 5) pitch predictors give better performance (ob-
jective and subjective) than 1-tap or 3-tap, they are rarely
used in LPAS coder design due increase in complexity and
bandwidth.
The parameter set of pitch predictor consist of delay M

and predictor coe�cients gk. The accuracy of delay M

and predictor coe�cients depend on the predictor order
[7]. Accuracy of delay M is more important in single-tap
pitch predictor implementation while accuracy of predictor
coe�cients are more important in MTPP implementation.
Hence in MTPP con�guration delay M can updated at a
slower rate than as compared to a single-tap pitch predic-
tor [3]. Due to more predictor coe�cients in MTPP than in
single-tap pitch predictor, scalar quantization of predictor
coe�cients in MTPP requires extra bits. Also, higher com-
plexity is required in estimating the predictor coe�cients



in MTPP con�guration. By Vector Quantizing (VQ) the
predictor coe�cients the overall bandwidth requirement of
MTPP can match to bandwidth requirement of single-tap
pitch predictor. Various issues in VQ design of predictor
coe�cients should be resolved for cost e�ective implemen-
tation of MTPP. This paper addresses the complexity (time
and space) issue in VQ design for 5-tap pitch predictor cod-
ing.
In the following, section 2 describes conventional VQ de-

sign of predictor coe�cients and joint optimization of delay
and VQ index search in closed-loop. In section 3, we de-
scribe the low complexity VQ design and section 4 and 5
shows the comparative performance of the proposed design
as compared to conventional VQ design.

2. VECTOR QUANTIZATION OF GK

Vector quantization [3] of the multiple coe�cient's gk in
MTPP is necessary to reduce the bandwidth requirement.
Predictor coe�cients can be optimized using open-loop
fashion or closed-loop fashion. A closed-loop optimization
performs better than open-loop, but it is more computa-
tionally expensive than open-loop optimization. The com-
putational complexity of closed-loop optimization can be
reduced using Restricted Pitch Deviation Coding (RPDC)
[6] approach. In this method pitch analysis is done in two
stages

� First, an open-loop pitch Molp is estimated.

� Than closed-loop optimization is done on restricted de-
viation around Molp.

Better performance can be achived by joint optimization
of delay M and predictor coe�cients. Using RPDC ap-
proach computational requirement of joint optimization can
be reduced. The weighted mean squared error (WMSE)
[4] is used as a distortion measure in optimization process.
Next section describes the procedure.

2.1. Joint Optimization of Parameters M and gk

Let r(n) be contribution from the adaptive codebook or
pitch predictor and let stv(n) be the target vector and h(n)
be the impulse response of the weighted synthesis �lter.
The error between synthesized speech and target assuming
zero contribution from stochastic codebook and 5-tap pitch
predictor, is given as.

e(n) = stv(n)�

j=nX

j=0

h(n� j)

k=4X

k=0

gkr (n� (M � 2 + k))

In matrix notation, with vector length equal to subframe
size.

e = stv � g0Hr0 � g1Hr1 � g2Hr2 � g3Hr3 � g4Hr4

Where H is the impulse response matrix of the weighted
synthesis �lter. Then total mean squared error is given by

E = e
T
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When the g vector comes from the stored VQ codebook
and distortion measure is minimized over restricted pitch
range [Molp�1;Molp+2], then above equation is a function
of M and VQ index i.

E(N; i) = e
T
e = s

T
tvstv � 2cM

T
gi

M 2 [Molp � 1;Molp + 2]; i 2 [0;N ]

Where N is the size of the codebook. Minimizing E(M; i)
is equivalent to maximize cM

Tgi, inner product of two 20
dimensional vectors. The best combination of M and i

which maximize cM
Tgi is selected. Mathematically,

MAX fcM
Tgig

(M; i)

M 2 [Molp � 1;Molp + 2]; i 2 [0;N ]

cM
Tgi is used as distortion measure for joint optimiza-

tion of delay M and predictor coe�cients gk . Since the
distortion measure is evaluated for each VQ entry times
restricted pitch range, the time complexity for cM

Tgi com-
putation of such design is high. Also, additional time com-
plexity comes from computation of g0i vector for each gi.
This additional time complexity can be reduced at an ex-
pense of increase in auxiliary table g0i storage for each gi.
Such design is practical when there is a leverage on either
time or space complexity in the design. But for application
like answering machine and digital memo recorders where
time and space complexity both are crucial, such method
can not be employed.

3. PRODUCT CODE VECTOR

QUANTIZATION

Product code Vector Quantization (PCVQ) [5] is a struc-
tured VQ method by which an excellent performance-
complexity tradeo� can be achieved. It is also known as
split-VQ. In this method, the original vector is divided into
two or more feature vectors. Each feature vector can be
quantized jointly or separately. At the decoder, each fea-
ture vector is decoded �rst and than concatenated to form
an approximation to the original vector. Product Code VQ
techniques are already applied to spectral (LSF) quantiza-
tion [6].

In order to resolve the time and space complexity issue,
we have employed the Product Code VQ (PCVQ) method
for quantizing the 5-tap predictor gains gk. The g vector is
divided into two feature vector g1 and g2. The g1 and g2
are quantized using two separate codebooks C1 and C2.



3.1. Full Search PCVQ

For optimum performance of PCVQ, each possible combi-
nation of g1 and g2 to make g is searched in closed-loop
con�guration. Mathematically,

gij = g1i + g2j + g12ij

MAX fcM
Tgijg

(M; i; j)

M 2 [Molp � 1;Molp + 2]; i 2 [0;N1]; j 2 [0;N2]

N = N1 � N2. N1 and N2 depend on the bits allocated
to quantize g1 and g2 feature vector.
In our design, g1 feature vector contains center three el-

ements g1; g2 and g3 of g

g1 = [0; g1; g2; g3; 0; 0;�0:5g1
2;�0:5g2

2;�0:5g3
2; 0;

0; 0; 0; 0;�g1g2;�g1g3; 0;�g2g3; 0; 0]

And g2 feature vector contains outer two elements g0 and
g4 of g.

g2 = [g0; 0; 0; 0; g4;�0:5g0
2; 0; 0; 0;�0:5g4

2;

0; 0; 0;�g0g4; 0; 0; 0; 0; 0; 0]

And g12 vector is computed to form g vector.

g12 = [0; 0; 0; 0; 0; 0; 0; 0; 0; 0;
�g0g1;�g0g2;�g0g3; 0; 0; 0;�g1g4; 0;�g2g4;�g3g4]

A huge savings in space complexity is obtained using this
method, but there is a slight increase in time complexity
as it requires additional computation for the g12 vector.
Hence, there is no savings in time complexity when full
search product code VQ is used.

3.2. Sequential Search PCVQ

Sequential search method is used to reduce time complex-
ity PCVQ, In this method each feature vector is quantized
sequentially. The procedure is explained below

Stage 1: For all candidates ofM , the best index i = I[M ]
from codebook C1 is determined using the same distortion
criterion.

I[M ] = arg
MAX fcM

Tg1i
g

i

M 2 [Molp � 1;Molp + 2]; i 2 [0;N1]

Stage 2: Best combination M , I[M ] and index j from
codebook C2 is selected using the same distortion criterion.

gI[M]j = g1I[M]
+ g2j + g12I[M]j

MAX fcM
TgI[M]jg

(M;I[M ]; j)

M 2 [Molp � 1;Molp + 2]; j 2 [0;N2]

With sequential PCVQ approach, the distortion measure
is evaluated only (N1 + N2) times as compared to (N1 �

N2) times in full search PCVQ and conventional VQ. Also

VQ Total Storage
Method Multiplication Requirement

Fast N � R �D N �D

Conventional
VQ

Low Memory N �R � (D+ Tx) N � T

Conventional
VQ

Full Search N � R � (D+D12) N1 �D1

PCVQ + N2 �D2

Sequential N1 � R � (D1 + T1x ) N1 � T1
Search + N2 � R � (D2 + T2x ) + N2 � T2
PCVQ

Table 1. Complexity of VQ design for MTPP

the complexity of distortion measure evaluated N1 times is
less in sequential PCVQ as compared to full search PCVQ.
Hence there is considerable saving in time complexity as
well as space complexity using sequential PCVQ approach.
Next section shows the comparative performance of each
method described above.

4. COMPARISONS

A comparison based on total multiplication (time com-
plexity) required in calculating the distortion measure and
storage requirement (space complexity) among all the four
vector quantization techniques for predictor coe�cients of
MTPP

1. Fast Conventional VQ

2. Low Memory (LM) Conventional VQ

3. Full Search PCVQ

4. Sequential Search PCVQ

is shown in the Table 1. Where,

T =Taps of pitch predictor
D =Length of g vector = T + Tx
Tx = T (T+1)

2
Length of extra vector

N = size of g vector VQ
D1 = Length of g1 vector = T1 + T1x

T1x = T1(T1+1)

2

N1 = size of g1 vector VQ
D2 = Length of g2 vector = T2 + T2x

T2x = T2(T2+1)

2

N2 = size of g2 vector VQ
D12 = size of g12 vector = Tx � T1x � T2x
R = Pitch search range

N = N1 �N2; T = T1 + T2

The time complexity is function of search range R and
size N of VQ, while space complexity is a function of size
N of VQ.

5. EXPERIMENTAL RESULTS

To asses subjective and objective performance of the dif-
ferent methods we assign 8-bits for quantizing the predictor



VQ Total Storage Avg. Avg.
Method Multi. Space Pred. Seg.

Gain dB SNR dB

Fast 20480 5120 6.51 9.17
Conventional

VQ

LM 20480 1280 6.51 9.17
Conventional +15360

VQ
Full Search 20480 288 6.36 9.13
PCVQ +6144 +40

Sequential 1920 96 6.17 9.09
Search +256 +16
PCVQ

Table 2. 5-Tap Pitch Predictor Complexity and

Performance

coe�cients. The codebook for 8-bit 5-dimensional VQ is de-
signed using K-means algorithm. For PCVQ design, 5-bits
were allocated for quantizing g1 vector, and 3-bit were allo-
cated for quantizing g2 vector. The codebooks for both the
feature vectors were designed using K-means algorithm.
With this speci�cation, T = 5;N = 256; T1 = 3; T2 =

2;N1 = 32;N2 = 8; R = 4; D = 20;D1 = 9; D2 = 5;D12 =
6; Tx = 15; T1x = 6; T2x = 3:
All four methods were incorporated in the CELP coder

for objective and subjective evaluation. Since we are evalu-
ating the performance of the MTPP, the spectral parame-
ters of short-term predictor and stochastic codebook excita-
tion parameters are not quantized. The frame size selected
is 224 samples with 4 subframes. MTPP analysis is done
every subframe. The objective performance of all the meth-
ods is shown in Table 2. Column 4 is the average prediction
gain (gain between the target vector and target vector mi-
nus contribution from the adaptive codebook). Column 5 is
the average segmental SNR of synthesized speech using the
speci�ed method. The objective performance of sequential
PCVQ is very close to conventional 5-dimensional VQ and
full search PCVQ. An informal listening was done for sub-
jective evaluation of each method. It was found that speech
quality between conventional VQ and full search PCVQ was
same. While speech quality using sequential search PCVQ
method was very close to full search PCVQ.
Quality performance of sequential PCVQ can be im-

proved by increasing the fanout [5] for the feature vectors.
Instead of quantizing the feature vector using one code-
book, multiple codebooks can be used to quantize the fea-
ture vector. There is a slight increase in space complexity
using this approach. By increasing search range R, im-
provement in objective and subjective performance of VQ
can be achived. Since it plays major role in de�ning the
time complexity of the VQ, smallest value of R should be
selected. In our simulation, with R = 4, gave good speech
quality while maintaining the computational complexity of
VQ design to desired level.

6. CONCLUSION

A low complexity VQ design of 5-tap pitch predictor is pre-
sented. This method is very useful where quality and com-

plexity (time and space) are key factors in speech coder
design. Tradeo� between complexity and performance for
PCVQ design can be done by properly selecting R;N1 and
N2 based on the DSP resources available for real time im-
plementation of coder. Also auxiliary table storage allows
tradeo� between time and space complexity of PCVQ de-
sign. Such a 5-tap pitch predictor PCVQ has application
in low cost, high quality low bit rate speech coder design
for digital telephone answering machine and digital memo
recorders.
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