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ABSTRACT

The performance of a speech recognizer is degraded dras-
tically in reverberant environments. We proposed a novel
algorithm which can model an observation signal by com-
position of HMMs of clean speech, noise and an acoustic
transfer function[1]. However, how to estimate HMM pa-
rameters of the acoustic transfer function is a remaining se-
rious problem. In our previous paper[1], we measured real
impulse responses of training positions in an experiment
room. It is inconvenient and unrealistic to measure impulse
responses for every possible new experiment room. This pa-
per presents a new method to estimate HMM parameters
of the acoustic transfer function from some adaptation data
by using an HMM decomposition algorithm which is an in-
verse process of the HMM composition. Its e�ectiveness is
con�rmed by a series of speaker dependent and independent
word recognition experiments on simulated distant-talking
speech data.

1. INTRODUCTION

In hands-free speech recognition, one of the key issues to
practical use is the development of a technology which en-
ables accurate recognition of noisy reverberant speech. This
technology will play an especially important role in the
recognition of distant-talking speech. In the past few years,
many works have been performed in HMMs, and their train-
ing algorithms to improve the speaker independent speech
recognition accuracy. To achieve a high recognition accu-
racy, a user usually must equip with a close-talking micro-
phone. If a speaker inputs his/her speech from the dis-
tance or through a telephone channel, the recognition ac-
curacy will seriously degrade due to the in
uences of re-
verberation or telephone channel distortion and environ-
ment noise. Many methods have been proposed to cope
with the problems caused by additive noise and convolu-
tional distortion. Among them, speech enhancement and
model compensation approaches are two examples. For the
speech enhancement approach, spectral subtraction for ad-
ditive noise and cepstral mean normalization for convolu-
tional distortion had been proposed (e.g., [2, 3, 4]). For the
model compensation approach, conventional multi-template
technique, model adaptation (e.g., [9, 10]) as well as model
(de-)composition methods (e.g., [1, 5, 6, 7, 8, 11, 12]) had
been developed.

In our previous paper [1], we apply the HMM composition

to recognition of the signal which is contaminated by not
only additive noise but also reverberation. If signal sources
are independent each other and additive, the HMM compo-
sition algorithm can be adopted. Noise and speech are as-
sumed to be independent and additive in the time domain.
While an acoustic transfer function and speech are convo-
lutional in the time domain, they are assumed to be inde-
pendent and additive in the cepstral domain. We showed
e�ectiveness of the proposed method[1] through the recog-
nition experiments for noisy reverberant speech. However,
how to estimate HMM parameters of an acoustic transfer
function is a remaining serious problem. In our previous
paper[1], we measured real impulse responses of the train-
ing positions in the testing room. The mean vectors of an
acoustic transfer function HMM are derived from measured
impulse responses. However, it is inconvenient and unre-
alistic to measure impulse responses for the testing room
every time.

This paper presents a new method to estimate HMM
parameters of the acoustic transfer function based on the
HMM decomposition. The proposed algorithm is obtained
as the natural result of a reverse process of the HMM com-
position. It can be applied to estimate the parameters of the
acoustic transfer function HMM e�ciently by using some
adaptation speech data from the user's location instead of
measured impulse responses.

2. HMM COMPOSITION

This section presents an overview of the HMM composition
algorithm. The observation signal in a noisy reverberant
room is modeled by

O(t) = S(t) �H(t) +N(t):

We assume that clean speech and noise are independent,
and clean speech and an acoustic transfer function are con-
volutional. Since the signal processing for the speech recog-
nition are normally based on the short time spectral anal-
ysis, we regard O(t); S(t); N(t) as short time linear spectra
whose analysis window starts at time t from now on. H(t)
is short time linear spectrum of the acoustic transfer func-
tion. It is also denoted to be a function of t because we
assume that the speaker may move around in a room.

The HMM composition algorithm is applicable if two
stochastic information sources are additive. To apply the
HMM composition, the equation can be rewritten as follows



in the cepstral domain:

Ocep(t) = F
�1(log(exp(F(Scep(t) +Hcep(t))) +N(t))):

Here, F , F�1 are Fourier(cosine) transform and inverse
Fourier(cosine) transform, respectively. Accordingly a com-
posed HMM of the observation signal in the cepstral domain
is represented by

MOcep
= F

�1(log(exp(F(MScep
�MHcep

)) � kMNlin
)):

Here, M represents an associated HMM model; cep and
lin represents the cepstral domain and the linear spectral
domain respectively; k is a coe�cient to adjust SNR; and
� denotes the model composition procedure. The model
composition is carried out as follows: The number of states
and transition probabilities of composed HMMs become a
product of number of states and transition probabilities of
each component model. The state observation probability
density functions (PDFs) of composed HMMs are obtained
by the convolution of the two associated distributions. If the
distributions are Gaussians, say,N (�1; �

2
1), N(�2; �

2
2), their

convolution is still a Gaussian of N(�1 + �2; �
2
1 + �22). The

HMM composition procedure is schematically summarized
in Figure 1.
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Figure 1. Block Diagram of HMM Composition

3. HMM DECOMPOSITION

If the structures of a noise HMM and an acoustic transfer
function HMM are given, the parameters of the individual
HMM can be estimated by a decomposition process. How-
ever, MN will usually be obtained separately, since noise
HMM parameters can be estimated accurately from the sig-
nal during noise periods. The estimation equation of the
acoustic transfer function HMM is rewritten as follows in
the cepstral domain:

MHcep
= F

�1(log( exp(F(MOcep
))	 k exp(F(MNcep

)) ))

	MScep
:

Then the HMM decomposition procedure to estimate MH

is described as follows:

1. Re-estimate parameters of a composed HMM M̂Ocep

using adaptation data in the noisy reverberant room
by ML (maximum likelihood) or MAP (maximum a

posteriori)[13] estimation in the cepstral domain.

2. Estimate parameters of a noise HMM M̂Ncep
from the

signal during noise periods.

3. Convert M̂Ocep
, M̂Ncep

to the linear spectral domain:

M̂Olin
= exp(F(M̂Ocep

));

M̂Nlin
= exp(F(M̂Ncep

)):

4. Decompose M̂SHlin
from M̂Olin

:

M̂SHlin
= M̂Olin

	 kM̂Nlin
:

Here, 	 denotes deconvolution of distributions. If the
distributions can be represented by Gaussian distribu-
tion, N(�; �2) can be deconvolved into two distribu-
tions which are N (�1; �

2
1) and N(� � �1; �

2 � �21).

5. Convert M̂SHlin
to the cepstral domain:

M̂SHcep
= F

�1(log(M̂SHlin
)):

6. Decompose �MHcep
from M̂SHcep

:

�MHcep
= M̂SHcep

	MScep
:

Here, �MHcep
is averaged over all distributions, states

and phone models based on the assumption that �MHcep

is the same over the adaptation speech. It is also as-
sumed that �MHcep

is a one-state HMM having a single
Gaussian with a diagonal covariance matrix. A tied-
mixture HMM is used to model each speech unit in our
experiments. The means �� and variances ��2 of �MHcep

will be calculated as follows:
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where �
0

s;m = �̂s;m��s;m and ��
(l)
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P
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0

s;m.

(�̂s;m; �̂
2
s;m) and (�s;m; �

2
s;m) are (mean, variance)

of mth distributions of M̂SHcep
and MScep

respec-

tively. Here (�s;m; �
2
s;m) = (�s0;m; �

2
s0;m

); s 6= s0, since

M̂SHcep
and MScep

are tied mixture HMMs. �
(l)
s;m is

the mixture coe�cient of mth distribution of sth state
of lth speech unit which keeps �xed during adaptation.



L is the number of speech units existed in adaptation
data and S is the number of state of each speech unit.



(l)
s is the weighting coe�cient which is a ratio of the
total number of frames belonging to state s of speech
unit l over the total number of frames of the adaptation
data.

4. EXPERIMENTS AND RESULTS

Recognition experiments are conducted to evaluate e�ec-
tiveness of the proposed method. In this study, as a �rst
step, we focus on room reverberation distortion only and
examine the decomposition of

�MHcep
= M̂SHcep

	MScep
:

The decomposition of M̂SHlin
from M̂Olin

can be dealt with
separately. Figure 2 shows a top view of the experimen-
tal room. The sound signal is captured by using a single
omni-directional microphone. We measured 9 transfer func-
tions corresponding to 9 sound source positions by using the
method reported in [14]. The length of reverberation time
is approximately 180 msec for the experiment room.
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Figure 2. A top view of the experimental room

Two speech corpora are used for evaluation. One is the A-
set of the ATR Japanese speech database. The other is the
ASJ continuous speech database. The former contains word
utterances and the latter contains sentence utterances, both
spoken by announcers. The speaker independent (SI) model
is trained by using utterances from 64 speakers in the ASJ
database. The speaker dependent (SD) model is trained by
using 2620 words of two male and one female speakers from
the ATR database, respectively. 500 words for testing are
di�erent from those used in SD training. The adaptation
words are also selected from those used in training, and
excluded from testing set. Each set of the adaptation word
consists of 50 words. The test and adaptation data are
simulated by linear convolution of clean speech signal and
measured impulse responses from the positions p1,. . . ,p4.
54 context independent phone models are used. Each

phoneme HMM is a left-to-right 3-state tied-mixture HMM.
There are in total 256 Gaussian mixture components with
diagonal covariance matrices. Each feature vector consists
of 16 mel-frequency cepstral coe�cients (MFCCs). A single
Gaussian PDF is used to model an acoustic transfer func-
tion for each position. A series of comparative experiments
are conducted to examine:
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Figure 3. SD and SI word recognition rates[%] by
HMM adaptation
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Figure 4. Convergence of the adaptation algorithms
for SI seed model

� how the proposed methods work in both the SD and
the SI recognition of reverberant speech.

� performance of the composed model adaptations which
include ML and MAP reestimation.

� performance di�erences between the proposed meth-
ods and other two popular techniques, namely ML
stochastic matching(SM)[9] and cepstral mean subtrac-
tion (CMS) [3].

Figure 3 shows 500-word recognition results averaged over
two male and one female speakers. 'Adap-ML' refers to
the results by using the proposed method where composed-
model adaptation is carried out via ML reestimation, while
'Adap-MAP' is that of its MAP counterpart. The aver-
aged SD and SI recognition rates with clean speech HMMs
are 79.8% and 66.5%, respectively. The 'Adap-ML' and
'Adap-MAP' improves the SD recognition rate to 87.6% and
86.2%, and the SI recognition rate to 68.9% and 70.1% by
using 5 adaptation words in the average of the three speak-
ers, respectively. The result also shows that the 'Adap-
MAP' method is able to rapidly adapt the model param-
eters of the acoustic transfer function HMM by MAP es-
timation, whereas in the SD recognition, 'Adap-ML' out-
performs 'Adap-MAP' when more adaptation data become
available. This is because with the SD seed model, we can
get a more accurate alignment for SD adaptation data. Fur-
thermore, 'Stochastic-Match' refers to the result by using



Table 1. Comparison of several methods
- SD SI

Clean 79.8%(77.8%) 66.5%
Adap-ML 87.6%(84.3%) 68.9%
Adap-MAP 86.2%(83.1%) 70.1%

Ergodic-CHMM - (86.2%) -
CMS - (75.2%) -

Stochastic-Match 86.8%(83.5%) 73.0%
( ) indicates result for one speaker.

the SM method[9]. The experimental results show that the
recognition performance of the 'Adap-ML' is slightly better
than (or no big di�erence from) that of the SM method in
the SD seed model case, whereas the SM method achieves
a better performance than the proposed methods in the SI
seed model case. One possible explanation for the latter ob-
servation is that the assumption of the proposed methods
that each state of the re-trained HMM corresponds to the
associated state of the SI HMM is too fragile in the SI case.
In Figure 4, we compare the convergence property of the

proposed 'Adap-ML' method and the SM method in the SI
seed model case. The average log-likelihood per frame of
one adaptation word versus iteration number of EM algo-
rithm is plotted. The results show that one or two iterations
seem enough for both algorithms.
Table 1 summarizes the performance comparison of sev-

eral methods for the SD and the SI recognition experi-
ments. In this table, 'Clean' is the result by using the mod-
els trained on clean speech. 'Ergodic-CHMM' is the result
by using the previously proposed [1] composed model of a
clean speech HMM and an ergodic acoustic transfer func-
tion HMM constructed from 5 training positions, h1,. . . ,h5.
'CMS' is the result of the cepstral mean subtraction [3].
In this case, the SD seed model is trained by using CMS-
processed clean speech data. The results in Table 1 show
that our proposed 'Adap-ML' method improves the SD
recognition rate from 79.8% to 87.6% by using 5 adaptation
words without any measurement of impulse responses. The
performance for one speaker is only slightly (1.9%) worse
than that of an ergodic transfer function HMM where real
impulse responses are used. The result also clearly shows
that the simple CMS technique does not work in reverber-
ant speech recognition, especially with such a long reverber-
ation time as 180 msec in this study. On the other hand,
both the proposed methods and the SM method are able to
improve the performance somehow.

5. DISCUSSION AND CONCLUSION

We have presented a new method to estimate HMM param-
eters of an acoustic transfer function based on the HMM
decomposition. These methods enable to estimate the pa-
rameters of the acoustic transfer function HMM not bymea-
sured impulse responses but by the adaptation data from
the user's location. The experimental results indicate that
the proposed methods improve the SD recognition rate from
79.8% to 87.6%, and the SI recognition rate from 66.5% to
70.1% for reverberant speech by using 5 adaptation words
in the average of the three speakers. In comparison with

the ML stochastic matching method(SM)[9], the recogni-
tion rates of the proposed 'Adap-ML' method is slightly
higher than that of the SM method for the SD model,
whereas it is worse than the SM method for the SI model.
As future works, we need a model compensation pro-

cedure that acts over much longer intervals than the tra-
ditional assumptions of the short-time stationarity of the
speech signal. When more than one sources of distor-
tion exist, e.g., both additive and convolutional distortions,
some new theoretical frameworks are required to directly
take into account the nonlinear interaction between di�er-
ent types of distortions. When the distortion sources are
non-stationary, e.g., a moving speaker and a non-stationary
ambient noise, some adaptive compensation techniques are
needed. To enhance the e�cacy and the e�ectiveness of the
compensation, those techniques are mostly wanted to be
able to better characterize the distribution of the possible
distortion types, and use this distribution to choose the ap-
propriate compensation model. We are working along these
lines of thoughts.
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