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ABSTRACT transcription consisting of the sequence of n words\W¥, ...,
W,. Now, over the long term, weould determinghe fraction p
In this paper wepropose a novelay ofestimating of recognized words whichre correct, and, if we had no other
confidences for wordsthat are recognized by a speech information bearing on the correctness of each wordwaed
recognition system, together with a naturaéthodology for then assess the probability of correctnfesseach word W as
evaluating the overall quality of thosmnfidenceestimates. simply beingthe long term average p. Can we do better than
Our approach is based on an interpretation of a confidence asimply using p ashe probability of correctnessr each word,
the probability that thecorresponding recognized word is and how can we measure how much better we are doing?
correct, and makes use of generalized linear models as a means
for combining various predictor scores so as to arrive at Let us assume fothe moment that we have a
confidenceestimates. Experimental results using theeelels  confidence modehatcomputes a probability; thatword W is
are presented based @wur different sources of speech data: correct, andet us assume further that ttemrrectness events”
Switchboard, Spanish and Mandarin CallHome, and Wall Streetare independentHow might we then assess the qualitysath
Journal. a model? Let;el if therecognized word WSs correct, and;g0
otherwise. Thdog of the probability obbserving cis then | =
¢*logp + (1-¢) *log(l - p), and thdog ofthe probability of
observing the whole sequence ¢ s the sum of the's.

1. INTRODUCTION . .
A key quantity for uswill then be L, theaverage

It is likely that for the foreseeable futumitomatic loglikelihood of the observed sequence i, d.e., theaverage

speech recognitiowill be fraught with error. While error may ~©f the I's. In essence, we are regarding the series of
be inevitable, perhaps we can soften the impact of our mistake§PServationsi@s a sequence of coin flips whéhe probability

if we have some notion of where theay lie. For example, of heads on the ith fllpll.glven byg and we will be using L as
confidenceestimatesmay be highlyseful for unsupervised —Our measure of our ability to predict thetcomes of thosgips.
adaptation algorithms, or for informatioatrieval applications, ~An important drawback of thlap|pr(.)acH.|es" in the(somewhat
because of the resulting ability focus onthe parts of the unrealistic) assumption that tHeoin flips” are independent,
recognized transcript that are more likely to be correct. conditional on the specific probabilities p

In this paper we propose to explicitty model Oneway toassess the quality of L is lpmparing it
confidence ashe probability that aecognized word is correct (0 @ baseline loglikelihoodpkse computed fronthe long term
and present a principladay toestimate the parameters of those COITECtness rate p. Let be the total number akcognized
models and to evaluate the quality of the resulting estimatesVordsthat arecorrect, with n-pbeing the total number that are
The probability modethat we shall describean easily combine ~ Incorrect. Then,
an arbitrary number of predictors, so that ave a general
framework for incrementally improving our model as we Lbase= 1/n * (e * log(p) + (n - r) * log(1 - p))
discover new information-bearing scores or statistics. There ) )
have been a number of previous studies aimed at addressing the If L is considerably larger thansdss then wewould

issue ofhow toestimate confidences [7,8,fr example}that infer that ourconfidence predictionsre better tharandom.
we have built on in the present work. Indeed, the difference between L angish can serve as a

measure of the quality of theonfidence assessments being
2 EVALUATING CONFIDENCES made, since it is actually equivalentttee likelihood ratio test
of the null hypothesis that the confidence model is no better than
Let us suppose that a particular speech recognitionthe constantonfidence model. One can also easily compute an

system generates a transcription ofset of utterances, the estimated standard error of L, as it is an average of quantities



that are assumed independent, and assepsovements to  the elements ob are statistically differenfrom zero, we can
existing confidence estimates by seeing whether L increases by mfer which of the scores might actually be informative.
statistically significant amount.  For purposes of human

intuition, rather tharooking at Litself we favor the use of the . Our models made use of five predictors together with
more intuitive g = exp(L), which is th@eometric mean of the ~ an intercept term: word duration (WDUR}e languagenodel
predicted probabilities of the observed sequencesof ¢ score (LM), "acoustic score minumestscore" (SCR), "nbest

score" (NBEST), and “active node count” (ACTV).
Our analysis does not deal with tfaet that there are
different kinds of errors made by speeebognizers: deletions, The "acoustic score mindmestscore” of a recognized
substitutions, and insertions. We coufadify our analysis so ~ word is computed as follows. First, a recognized transcription is
as to deal with these issues, but in this paper wefodills our Viterbi aligned toits utterance. Then for each word, the
attention on simply predicting whethéirere has been an error “acoustic score” is computed by scoring each speech fitaate
in the recognized words. Iparticular, we therefore address was assigned to theord againsthe output distribution of the
substitution and insertion errors (though we lump them togetheryappropriate state and by thaveraging those scores. The “best
but not deletion errors. score” is computed by determining for each speech frame the
score ofthe besscoring output distribution irthe acoustic
It is important to note that the correctness rate that wemodel and by then averaging those scaresr the word The
refer to is not equal to one minus the word error rate (WER), thepredictor “SCR” is the difference between thés® average
quantity which is normallyused in speech recognition as the scores — one expedisat when it is neazero, theword is more
measure of recognition quality. The correctneste is the likely to be correct, since the best possiat®ustic match is
proportion ofrecognized words whichare correct, while the close tothe acoustic match ofhe word that wasrecognized.
WER refers to the ratio of the number of errors to the number ofOur use of “best score” is similar to th&coustic score

words in the correct transcript. normalization thatYoung [7] performed inher study on
misrecognized andut-of-vocabulary wordexcept that she used
3. MODELS FOR CORRECTNESS PROBABILITIES the score obtained from phoneme recognition for normalization
purposes.
We suppose that there isdavelopmentest set that
has been transcribed with the spesatognizer being evaluated The "nbest score” of a recognized word is the fraction
and thatfor each recognized word; \W the set weknow of the nbest lis{n=100 in thisstudy)that contains thgiven

whether it is correct or not. In addition we assuha wehave word in the correct position -the idea here being that the
available for each word a vecterof k scoresthat we expect  stability of a recognized word on sucHist should be agood
would carry information concerninthe hypothesized word's  indicator of whether it is actually correct. The “activede
likelihood of being correct. For example, thector x might count” is the average over a wordtbé number of states (in the
contain such predictors as the aversgereper framefor W or whole vocabulary) that were active on each frame — the intuition
the average "BesScore” [1], which involves usinthe best here is that a large number of active nodes reflects a large
available output distributiorfor each frame. It might also degree of uncertainty of theecognizer abouthe data it is
include the language model score and scores from other sourceglecoding.

Although there are avariety of types of modelthat 4. EXPERIMENTAL RESULTS AND DISCUSSION
one might use torelate thevector of k predictors to the
probability of being correct fahis sort of data, in this paper we We have carried out experimental investigations of

will be exploring the use of generalized linear models (gim) [2]. confidence prediction on four speech corpora: Switchboard [3],

Spanish and Mandarin CallHome[4], and Wall Street Journal
The glm assumethat g(p) =b"x + a, where p is the (WSJ). The first threeorpora consist of spontaneous telephone

confidence, g(p) is a monotone functignalled the link  conversations. The WSJ data consists of read speech recorded

function) mapping the unit interval to theal line, x is the over a high quality microphone.

vector of k predictor scoreB! is the transpose df, a vector of

unknown parameters, attd” is the “intercept” term. In this From each corpus we choshree disjoint sets of

paper we compare twoommonlyused linkfunctions:the logit utterances: one for traininthe recognition models, one for

[g(p) = logit(p) = log(p/(1-p))] and theomplementary log [g(p)  training the confidence modelsand ondor testing the

= log(-log(1-p))]. (The use of gim with the logit linkfunction confidence models. The speech was recogniviéil Dragon

is commonlyknown as logistic regression.) We estimate a and Systems’ large vocabulary continuous speech recognizer[6]. The

b by choosinghem to maximize L on the developméest set. amount of acoustic data usét buildingthe acoustic models

It is also possible to estimate the standard errors of thesavas 16 hours each for CallHome Spanistd Mandarin, 170

estimatesfrom the diagonal elements of the inverse of the hours for Switchboardand 10Chours for WallStreet Journal.

matrix of the seond derivatives of L. By examining which of All acoustic models were speaker and gender-independent. All
models except WSJ were speaker-normalized. The CallHome



models were also speaker-adapted (unsupervised). We usespeaker ranking. Figure 1 shote averagevord correctness
standardbackoff bigram language models @t corpora. The  versus average confidence (computeith the logit link
vocabulary sizes were 11k for CallHomé&panish, 8k for  function) for eachtest speakefrom each corpus.The figure

Call[Home Mandarin, 10Kor Switchboardand 20kfor Wall shows a verystrong association between averagerd
Street Journal. The Spanish CallHome language model wasorrectness and average confidence. The apparent strong
interpolated with the languagaodel constructed frorthe ECI correlation across theorporamay besomewhat of an artifact of

corpus [5], consisting of transcriptions taik radio broadcasts havingall corpora ornthe same plot.However,the correlation

The five predictor scores were computed for eagstognized within each corpus is also strong. The correlation coefficients

word and used for training the models. were 0.82for Switchboard.83 for WSJ,0.82 for Mandarin
CallHome, and 0.89 for Spanish CallHome. The p-values for all

Table 1 lists the-values of themodel parameters for  correlation coefficients werdess than 0.0laccording to
the gim using logit ashe link function. The t-valuemre the Pearson's test.

ratios of the estimated parameter values to their estimated

standard errors. The table indicates tNBEST tended to be We have presented an exploration abnfidence

the most informative predictor, followed by SCR and LM. models that estimate the probability that@d recognized by a

ACTV, intercept, and WDUR are informative to varying degrees speech recognition system is correct and describagya to

depending on the corpus. Our observati@tNBEST was one  evaluate the quality of the resultingonfidence estimates.

of the most informative predictors is in agreement wilfat Moreover, these models allow oneclambine informatiorfrom

made by Eide edl. [8]. Similarly Coxand Rosg9] foundthat an arbitrary collection of scores or statistics. We have shown on

the number of competing hypotheses abouwhe pruning four speech corporhat our models doonsiderablybetter than

threshold was a useful predictor. chance, although therensuch room for improvement. We have
also showrthat theconfidenceestimates can be used to predict

Table 2 summarizes tlenfidenceestimatedrom the  the word correctness rate of a speaker with reasonable accuracy.
two models that we examined, one for each of theflinktions:

it exhibits the geometric means {g) of the estimated 5. ONGOING AND FUTURE WORK
probabilities for the outcomes (thésy. When the value ofgds
larger, that is a sign that theonfidencesare better. We We are working on improving our confidence

recommendhe quantity pas a somewhat intuitive quantitative  estimatesfrom two directions. One aspect of our work is
representation of the quality ofset ofconfidenceestimates,  devoted tothe searchior additional informativeonfidence
whichis, at thesame time, anonotone function ofhe average  predictors. We have not, for example, explored sentence-level
loglikelihood L (which we maximized during training). predictors such as the estimated speakiate, utterance
duration, and speed of decoding. The otivay to improve
~ The table shows that both models produced  ¢onfidences is to improve our confidence models themselves.
confidences that were substantially better than just assigning thgye plan to investigate additional link functions, differtypes

long-term word correatate p to eaclword — p-values fothis  of models such as classification and regression trees, and the
comparisorarevery small. Theconfidences estimateidom the possibility of combining multiple sorts of models.

two glms are close to each other although the complementary log
link function seems to fit the data somewhat better thalotiie One of the issues not addressed here is that of
link. A paired t-test wasgperformed on theloglikelihoods  comparing confidenceestimates corresponding to different
obtained with the logit and the complementary log fumkctions  recognition error rates, such as comparing confidences estimated
to see whether the observed differences were significant. The pon different corpora, or confidences estimated toa same
values were 0.4fr Spanish, 0.52or Mandarin, less than .001  speech material buecognizedwith different systems. This is
for Switchboard and for Wall Street Journal. because in the loglikelihood-based evaluationcaoifidences

that we have presented, the recognition error rate and the quality

The signs of themodel parameterare generally in ot confidence estimation cannot easilyseparated. We plan to
agreement with our intuition. We would expect NBESThawe address this issue in future work.

a positive sign and\CTV to have a negative sign because a
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Table 1. Estimated model parameters for the logit link function.

Predictors Spanish CallHomg Mandarin Switchboard WSJ
CallHome
value t-value value t-valug value t-valye value t-valpe
(Intercept) 1.4 14.( 0.5 5.p 11 710 0.7 4.3
WDUR 0.00064 0.5 -0.0073 -5.p 0.0068 29 0.046 b.7
LM -0.0088 -22.6]  -0.0056 -13.¢  -0.0061 -10.1 -0.013 -1B.5
SCR -0.26 -29.4 -0.22 -25.p -0.20 -18.6 -0.003 -p.8
NBEST 1.8 255 2.1 31.7 2.7 27.9 4.9 20[1
ACTV -6.1e-05 -14.94 -2.0e-0b -11§7  -3.0e-p5 15 -3.14-05 2.8
Table 2. Predicted geometric meang=mgeometric mean = exp(average loglikelihood)
Spanish CallHome| Mandarin CallHome Switchboard WSJ
train test train test train| test train test
base 0.505 0.504 0.516 0.513 0.580 0.526 0.690 0.4988
logit 0.564 0.563 0.567 0.566 0.600 0.58p 0.7Y6 0.7¢6
clog 0.564 0.563 0.568 0.566 0.60b 0.58f 0.781 0.7¢9
word correct| 0.430 0.440 0.374 0.388 0.668 0.65f 0.8Y8 0.876
rate
# words 17071 16169 17911 16278 8787 13161 5509 64p9
Figurel. Plot by speaker of average word correctness vs. average confidence.
1 T T T T
Switchboard <
WSJ + f:ifr
Spanish CH © +
Mandarin CH X +
0.8 + -
0000%00
ﬁ DE' ° <§><<;<> o ¢
= 0.6 |- < [m} o < -
3 gk e
S & ©
g x X;ém = °
i 0.4 g%%ﬂ ﬁj 1
z o o e
* AR ™
0.2 - EI@EIX B 7
0 Il Il Il Il
(0] 0.2 0.4 0.8 1

0.
Avg. Confidence



