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ABSTRACT

This paper introduces an F0 contour generation me-

thod for text-to-speech synthesis using stochastic map-

ping and vector quantization control parameters. This

model uses a new F0 contour labelling scheme based on

the RFC (Rise/Fall/Connection) model [1], which de-

scribes F0 contour patterns with seven F0 labels and

three pause labels. This paper also suggests an e�-

cient selection method for control parameters instead

of using the mean values of the control parameters.

We achieved 78.06% accuracy in the F0 label predic-

tion and 95.87% accuracy in the pause label prediction

using this model. The experimental results shows that

synthesized speech using vector quantization control

parameters is more natural than using the mean val-

ues of the feature parameters.

1. INTRODUCTION

Most existing F0 contour generation systems are based

on a rule-based model which generates de�nitive F0

contours with averaged values. And they usually take

interpolation or �ltering approaches[2]. Therefore, rule

adjustments or rebuilding are required for spontaneous

speech synthesis, not for read speech. And the F0 con-

tour generated from interpolation or �ltering is di�er-

ent from the original contour.

Another approach is a corpus-based model which

trains HMM or neural networks automatically [3, 4] or

which generates synthetic parameters using patterns

extracted from natural speech waveforms of very large

corpora [5]. But it is an inadequate way of applying the

corpus-based model to text-to-speech synthesis since

syntactic information is hardly involved in F0 contour

generation, and very large corpora are needed.

The proposed approach attempts to build up a me-

thod that facilitates the extraction of F0 contour labels

from the syntactic information of given sentences, us-

ing stochastic mapping instead of rules. Another goal

is to model the details of natural intonation as closely

as possible using the subdivided prosody labels.

2. MODEL OVERVIEW

The proposed model has a three-layered architecture,

as shown in Figure 1, (1) the F0 label prediction layer,

(2) the control parameter prediction layer, and (3) the

F0 contour generation layer.
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Figure 1: The Proposed F0 Contour Generation Model

The F0 label prediction layer generates F0 labels

from the syntactic information of the input sentence

using the stochastic mapping trained with hand-labeled

F0 labels. The control parameter prediction layer se-

lects the control parameters proper to the given F0 la-

bels which are generated at the previous layer. We use

stochastic mapping between the F0 labels and the con-

trol parameters, which are trained by the VQ codebook

of the control parameters extracted from the speech

corpus. At the F0 contour generation layer, the F0



contour is generated using the results of the control

parameter prediction layer.

Instead of direct mapping from syntactic informa-

tion(S) to control parameters(P), (P (P jS)), the inser-
tion of an F0 label(L) prediction (P (P jL)P (LjS)) pro-
vides a more e�ective way of describing the F0 con-

tours which have various shapes according to the F0

label sequence.

3. F0 LABEL PREDICTION

To describe F0 contour in detail, we de�ne seven F0

labels which represent the 
uctuation of the F0 contour

and three prosodic boundary labels based on the pause

duration, as shown in Table 1.

The F0 labels de�ned in this paper are modi�-

cations of Taylor's work, RFC (rise/fall/connection)

model [1]. Our F0 labels make it possible to assign

each F0 label to a single morpheme only and re
ect

the contextual e�ect, for example, successive rise(s)

and successive fall(g).

Table 1: F0 and Prosodic Boundary Labels

label meaning

r rise

s successive rise

F0 f fall

Label g successive fall

p peak

v valley

c connection

Boundary . no pause

Label / minor boundary

% major boundary

The input parameters of the F0 label prediction

layer are extracted from the in-order sequence of the

syntactic parse tree of the input sentence as shown

in Fig. 2. Let the in-order sequence of the syntactic

tree for the input sentence be S. We can also express

syntactic parse tree S with eq. (1).

S = �0�1�1�2 � � ��n�1�n�n (1)

In eq. (1), �0 represents a start symbol of the input

sentence, �n an end symbol, �i a �red rule number of

a given non-terminal node of the syntactic tree, and �i
a �red rule number of a given terminal node, respec-

tively. We use �i�1�i�i for the ith input parameter

of the stochastic model, si. The �rst element of the

input parameter is equivalent to the last element of

the previous input parameter. Such input parameter

structure can represent the prior and the subsequent

syntactic information of a given morpheme. When �i
represents a given morpheme in the ith input param-

eter, si, �i�1 represents the prior information of the

syntactic structure of �i and �i the latter information.

We use 96 rules for non-terminal node generation and

24 rules for terminal node generation.

The output of the F0 prediction layer is the F0 label

sequence, which is matched to a given syntactic tree.

Let the predicted F0 label sequence be L, as shown in

eq. (2).

L = p0f1p1f2 � � �pn�1fnpn (2)

In eq. (2), p0 represents a start symbol, pn an end

symbol, pi a pause label, and fi an F0 label. The ith

output parameter of stochastic model, li, correspond-

ing to the ith input parameter, si, is pi�1fipi. Such

output parameter structure represents the F0 contour

including both the prior and the subsequent informa-

tion. Though there are 112 possible output param-

eters, we used only 38 output parameters which ap-

peared in the speech corpus.
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Figure 2: Syntactic Parse Tree, (�i and �i represent

syntactic information and fi and pi F0 and pause la-

bel.)

In the F0 label prediction layer, we choose the most

probable sequence of F0 contour labels(l1:::n) for a given

piece of syntactic information (s1:::n) of a sentence us-

ing the stochastic mapping function as in eq.(3).

Applying Bayes decision rule and the 1st-orderMarkov

assumption, the stochastic mapping function can be

approximated with the multiplication of output prob-

abilities and transition probabilities(eq.(6)).

�lab(s1���n) = argmax
l1���n

P (l1���njs1���n) (3)



= argmax
l1���n

P (s
1���njl1���n)P (l1���n)

P (s
1���n)

(4)

= argmax
l1���n

P (s1���njl1���n)P (l1���n) (5)

�= argmax
l1���n

nY
i=1

P (sijli)P (lijli�1) (6)

The use of the stochastic model has the advantage

of being able to �nd the relations between given syn-

tactic information and F0 contour label because the

mapping problems can be solved automatically with

the Viterbi search algorithm.

4. CONTROL PARAMETER PREDICTION

To generate F0 contours with F0 labels, four control

parameters are adopted :

ftilt, gradient1st�half , gradient2nd�half , startg.
Figure 3 shows the meaning of each element of the con-

trol parameter. tilt represents the shape(rise(+)/fall(-

)) and the bending position in a segment of F0 con-

tour. gradient1st�half and gradient2nd�half refer to

the gradients of the 1st- and 2nd-half of the segment.

start represents the beginning frequency(Hz) of the F0

contour.
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Figure 3: Control Parameters for F0 Contour Genera-

tion

Another distinguishing feature in our work is the

adoption of vector quantization (VQ) control pa-

rameters instead of several F0 patterns or averaged

values. In general, the mean of the control parame-

ters or several F0 patterns are used to generate the

F0 contour. But they are not enough to represent all

the various F0 contours. The VQ control parameters

provide a richer and more comfortable scheme generat-

ing detailed and close F0 contours. With the K-means

algorithm, the control parameters are clustered inde-

pendently of the F0 labels to reduce the intra-variance

of each cluster. In this work, we used 130 clusters, of

which standard variations are less than 20% from the

centroid of each cluster.

In the control parameter prediction layer, given the

sequence of the F0 label(li), we can get the best code-

word sequence of the control parameter vectors (pi)

by using the stochastic mapping model (eq.(8)) in the

same way as the F0 label prediction layer.

�cntl(l1���n) = argmax
p1���n

P (p1���njl1���n) (7)

�= argmax
p1���n

nY
i=1

P (lijpi)P (pijpi�1) (8)

5. F0 CONTOUR GENERATION

Finally, the F0 contour of a sentence is derived from

eq.(9) and eq.(10) [6].

f0 =

8<
:

A� 2A( t
D
)2; 0 � t < D

2

2A(1� t
D
)2; D

2
� t < D

(9)

F0 = start� A� f0 (10)

In eq.(9), A is the amplitude of F0 frequency varia-

tion of a segment andD is the duration factor. A is the

result of the multiplication of gradient
1st�=2nd�half

and D. We take the last F0 frequency of the previ-

ous segment as start when a given segment follows a

previous one, otherwise start itself is used.

6. EXPERIMENTAL RESULTS

The proposed model was trained with 158 sentences

spoken by a female announcer and tested with 19 sen-

tences. The training speech corpus has hand-labeled

2037 F0 labels and 1879 pause labels, and the test cor-

pus has 237 F0 labels and 218 pause labels, respec-

tively.

At �rst, we evaluated the e�ciency of the F0 label

prediction layer with the prediction rate which is the

correction rate of the generated F0 labels compared

with the hand-labeled F0 labels. The prediction rate

of the F0 label prediction layer is shown in Table 2.

As shown in Table 2, we achieved an 88.6% prediction

rate in the training sentences and 85.5% in the test

sentences at the F0 label prediction layer.

Table 2: The Result of F0 label Generation

training data test data

F0 label 81.10% 78.06%

pause label 96.75% 95.87%

total 88.61% 86.59%

To evaluate the e�ectiveness of the control parame-

ter prediction layer, we carried out two subjective tests,

an MOS and a preference test, which compare synthe-

sized speech using VQ control parameters with synthe-

sized speech using averaged control parameters.



Table 3 shows the result of the MOS test which

20 native listeners participated in. In the MOS test,

synthesized speech using VQ control parameters got a

higher score than it did when using averaged control

parameters.

Table 3: The Result of MOS Test

MOS S.D

averaged control parameter 3.6 1.02

VQ control parameter 3.9 0.69

Table 4: The Result of Preference Test

averaged VQ not

control para. control para. distinguished

22 % 55 % 23 %

The result of a preference test on 20 native listen-

ers reveals a preference for synthesized speech using

VQ control parameters over speech using averaged pa-

rameters, as shown in Table 4. In the preference test,

there is little preference di�erence between the two syn-

thesized speech when the sentence is short (less than

10 morphemes in a sentence). But when the sentence

is long (more than 10 morphemes in a sentence), lis-

teners prefer synthesized speech using VQ control pa-

rameters to speech using averaged parameter values.

Figure 4 shows the F0 contour generated by the pro-

posed model.

7. CONCLUSION

In this paper, we proposed an F0 contour generation

method for text-to-speech synthesis. The use of stochas-

tic mapping and VQ control parameters reveals an eas-

ier and more elegant way of generating detailed and

close F0 contours.

In this work, we used only the syntactic informa-

tion of the input sentence to generate an F0 contour

without considering the pitch pattern of the phoneme

itself. To obtain more natural synthesized speech, the

pitch pattern of the phoneme should be involved. In

the future, we are going to improve our work by taking

account of this factor.
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Figure 4: F0 contour generated by the proposed model
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