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ABSTRACT

In this paper we use whole word and subword hid-
den Markov models for text dependent speaker veri�-
cation. In this application usually only a small amount
of training data is available for each model. In order
to cope with this limitation we propose a intermediate
functional representation of the training data allowing
the robust initialization of the models. This new ap-
proach is tested with two data bases and is compared
both with standard training techniques and the dy-
namic time warp method. Secondly, we give results for
two types of subword units. The scores of these units
are combined in two di�erent ways to obtain word er-
ror rates.

1. INTRODUCTION

Most systems for automatic speaker veri�cation use
either the template based technique of dynamic time
warp (DTW) or the hidden Markov model (HMM)
framework. The HMM approach has yielded good re-
sults both for words and subwords units [1] [2]. In gen-
eral this technique o�ers more exibility. E.g. subword
models allow extension to large vocabularies, making
it almost impossible to use prerecorded speech signals
to gain access. However, the amount of required train-
ing data is greater than for the DTW. In cases with
very few training utterances DTW provides a better
inherent time alignment resulting in lower error rates
[3]. On the other hand it is much easier for HMMs to
make use of more training data. The data is simply
used for a better adjustment of the model parameters.
In DTW increasing the number of templates results in
increased storage and computation time for the ver-
i�cation unless techniques for merging templates are
implemented.
In order to gain more insight into the e�ects of lim-

ited training data we compare di�erent approaches
within the continuous density HMM framework. Using
a database of isolated German words we �rst examine
for whole word models the inuence of the model struc-
ture. Next we test a new approach based on a poly-
nomial model for the words. The temporal structure
of the words is then described by polynomial functions
for the features. In [4] a similar approach based on an

orthogonal polynomial representation for speech seg-
ments gave improvements in text{independent speaker
veri�cation.
The time continuous representation can be used di-

rectly for speaker veri�cation. Alternatively, initial
HMM parameters are derived from this representation.
In this way even with limited training data a large
number of states can be generated robustly. As an
alternative to word models, we test phoneme-like sub-
word units and diphone units derived from segments
between the middle of consecutive phonemes. In order
to compare the results two techniques for obtaining
word scores from the subword models are tested.

2. FUNCTIONAL REPRESENTATION

Recent experiments with a time continuous extension
of the HMM approach yielded some improvements of
the recognition rate [5]. In these experiments polyno-
mials had been used to interpolate between the HMM
states. As a further step polynomials or { more general
{ functional approximations can be derived directly
from the reference data.
For a given reference utterance Y the feature vectors
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We de�ne � = �0:5 as start of the model and � =
0:5 as end. The necessary initial values for � can be
obtained from a Viterbi segmentation of the utterance
and mapping of the state sequence Q1; : : : ; QT

into the
interval [�0:5; :5] in the form
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N denoting the number of states in the HMM. As an
alternative, a linear increase of � in the form
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can be used. In this way an utterance is described by
the points (1; �1); : : : ; (T; �T ) in the t� -plane. In gen-
eral, a number of references Y 1; : : : ; Y L are available
for each word in the vocabulary. In our approach for
each feature component y the resulting set of points
(yl
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) is modeled by a continuous function �(� ). This



function is de�ned as a linear combination of M basis
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i
(� )

�(� ) =
MX

i=1

c
i
� '

i
(� ) (3)

The quality of this approximation is given by the merit
function
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In our case the number of points (yl
t
; � l

t
) is much larger

than the number of coe�cients. The problem of �nd-
ing the optimumcoe�cients by minimizing�2 is solved
by applying the singular value decomposition (SVD)
method [6]. The basis functions are set to

'
i
(� ) = � i�1 (5)

and the approximation �(� ) is a polynomial of degree
M � 1.
The set of functions �(� ) for the features models

the temporal structure of a word. In this way �(� )
replaces the set of means �1; : : : ; �N of an HMM with
N states. Based on techniques presented in [5] the
polynomials could be used directly to compute a score
for a given utterance. Alternatively, the polynomials
provide a robust method of initializing HMMs. The
functions �(� ) are per de�nition continuous in time
allowing to generate the mean vectors for any given
number of HMM states. Assuming one mixture per
state, the mean for the state q

n
is then given by

�
n
= �(

n� 1

N � 1
� 0:5); n = 1; : : : ; N (6)

In particular, models with a large number of states
can be generated, leading to an improved modeling of
temporal structures. These means can serve as initial
values for further optimization. The resulting HMM
in turn can be used to align the reference data. Ap-
plying the linear mapping of the state sequence new
values for � can be derived. The equations (1) and
(6) allow to switch between the time continuous rep-
resentation and the HMM representation. Therefore
the two approaches can be applied iteratively in the
training procedure allowing to take advantage of the
strengths of both methods.

3. SIMULATION SYSTEM

In the simulation experiments we �rst used a vocab-
ulary of 23 German words designed for applications
in PABX systems (SP23). It contains the 10 digits
plus the alternative version ZWO for the digit 2 and
some command words. The speech signals were sam-
pled at 8kHz with 8 bit logarithmic quantization and
300Hz to 3400Hz bandwidth. For each of the 23 words
10 to 15 utterances were spoken by one female and
six male speakers. The �rst three training utterances
were de�ned as references. In earlier experiments this

data base was used for speaker recognition with DTW
and VQ-HMM [7]. Comparison of di�erent recogni-
tion systems is based on the equal error rates (EER).
Therefore, the acceptance threshold is calculated indi-
vidually for each speaker and word such that the num-
ber of false rejections is equal to the number of false
acceptances. Best results for this data base are equal
error rates of about 1% for DTW and about 4% for
VQ-HMM. Additionally, a speaker independent data
base with utterances of the 23 words from 200 dif-
ferent speakers was available for building HMMs for
segmentation.
Recently, speech data has been collected during a

�eld trial of a speaker veri�cation system at the Uni-
versity of Frankfurt [8]. For more than one year access
to two rooms has been controlled by a DTW based
system. Wall mounted telephone sets serve for speech
input. The veri�cation system runs on a PC with a
build-in DSP board and the two telephone sets are
connected through a PABX system with the PC. The
vocabulary consists of 8 German words (SP8). In or-
der to gain access the user has to repeat these words,
prompted in random order. After two successes, i.e.
utterances with a distance score below a threshold,
the user is accepted.
Collecting data from this system is an ongoing work

with the aim of building up a data base with utterances
from speakers over a long time period. In �rst exper-
iments we used the speech data from 16 speakers for
a comparison of the whole word modeling techniques.
This data base has been collected over 9 month. Up to
now, it includes in average 24 utterances per speaker
and word.
In all simulation experiments the feature vectors

consisted of LPC{based cepstral coe�cients. The
HMMs were trained with the HTK toolkit [9]. All
models were speci�ed with Gaussian densities and di-
agonal covariance matrices. The veri�cation of an ut-
terance Y is based on the length normalized score

S(Y jM ) =
log(p(yjM ))

T
(7)

of a hidden Markov model M .

4. SIMULATION RESULTS

4.1. Word models

In a �rst experiment we tried to �nd the optimum
model con�guration for whole word models. We used
up to 7 states and 10 mixtures. The resulting EER
of the 23 word data base for some con�gurations are
shown in Fig. 1. In general, we found that for a given
total number of mixtures HMMs with more states per-
form slightly better. But even models with one state
{ i.e. without any temporal structure { yield reason-
able rates. The best rate of 2.3% is obtained with 7
states and 2 mixtures. This con�guration was used in
all following experiments. Due to the limited training
data a higher number of states or mixtures increases
the error rate.
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Figure 1. EER over number of mixtures, 3 1
state, + 4 states, 2 7 states

The equal error rates vary strongly for di�er-
ent speakers and words. Two words (ENDE,
KONFERENZ) allowed perfect veri�cation while

the highest EER was 5.0% (R �UCKRUF). Within the
6 speakers the EER varied between 0.2% and 6.5%.

In order to obtain robust models with more states,
we tested the polynomial representation described
above. At �rst, the feature vectors ~y1; : : : ; ~yT were
mapped linearly into the interval [�0:5; 0:5]. Next,
for the resulting points (y

�
; � ), � denoting the new

time index, optimal polynomial coe�cients were cal-
culated. Each feature component is described by a
polynomial �(� ). Fig. 2 shows as an example the �rst
cepstral coe�cients of three utterances of the word
ZWEI from one speaker and the resulting polynomial
approximation. Using 10-th order polynomials to ini-
tialize HMMs with 18 states we achieved an ERR of
1.5%.

In Table 1 results for the two data bases and the
di�erent methods are summarized. Additionally, EER
obtained with DTW are included. It should be noted
that the results for DTW were obtained in simulation
experiments. The installed �eld trial system uses an
update of the templates resulting in a better perfor-
mance. The new technique for obtaining initial mod-
els yields a signi�cant improvement. In the case of the
more variable data from the �eld trial these HMMs
perform even better than the DTW system.

Comparing the di�erent methods in detail, we found
that in general the results are similar but di�erences
between words and speakers remain. It seems therefore
possible to improve the performance by combining the
two approaches.
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Figure 2. First cepstral coe�cients of word
ZWEI and polynomial approximation

Table 1. EER for whole word models

DTW HMM poly. init.

SP23 1.04% 2.32% 1.50%

SP8 12.15% 13.65% 11.73%

4.2. Subword models

In the experiments on subword models we used the 23
word data base. At �rst, based on a hand labeled sub-
section of the data base we trained speaker indepen-
dent phoneme models. The 23 words in total contain
31 di�erent phonemes. Some of the phonemes are in-
cluded only once in the vocabulary. The most frequent
phoneme is /n/ (as in NEUN /nOYn/). It occurs
14 times although the context is sometimes the same.
E.g. 3 words end with the combination /@n/. Due to
the small vocabulary the phoneme speci�c results con-
tain a lot of context dependencies. In particular, short
phonemes such as plosives tend to include a consider-
able part of the surrounding context into the phoneme
model.
Assuming a standard transcription the speaker inde-

pendent models were applied to segment the speaker
dependent data and train phoneme models for each
speaker. With 3 states and 3 mixtures per state we
obtained a phoneme EER of 17.1%. In the next step
the data was segmented again, now using the new
speaker speci�c phoneme models. Retraining of the
HMMs then yielded an improvement to 15.7%. In Ta-
ble 2 rates for some typical examples are given. As
expected, the vowels yield good results with an aver-
age EER of 12.7%. In general there is no clear corre-
spondence between the frequency of a phoneme in the
vocabulary and its EER. The most frequent phoneme



Table 2. EER for some phonemes

a: E m N

8.2% 10.6% 8.5% 9.7%

f v t k

21.0% 24.7% 25.3% 23.7%

/n/, however, also gives the highest EER of 31.0%.
Furthermore, we found that plosives that occur only
in one context give better results than those with mul-
tiple context.
As an alternative to the phoneme models we tested

diphones that consist of the part of the speech sig-
nal between the middle of neighbored phonemes. In
this way transitional parts are emphasized. Further-
more, these units already contain information about
their phonetic context. For the 23 words 74 di�erent
diphones resulted. The EER using again HMMs with
3 states and 3 mixtures per state was 10.4%.

4.3. Combining subword models

In order to compare the results of the di�erent ap-
proaches we examined two methods of combining
the subword scores to word scores: addition of the
phoneme scores and combining the phoneme models
to a word model. In both cases always the standard
transcriptions for the words was assumed. Then for
the addition a word EER of 3.6% both with phonemes
and with diphones resulted. It should be noted that
due to the normalization of S(Y jM ) in (7) the contri-
bution of the units to the word score is independent of
the individual length.
Building models by concatenation of the subword

models gave best results of 2.2% with phoneme mod-
els. The alternative use of diphones and additional
phonemes at the word boundaries yielded 2.4%. The
word HMMs in this case have a word speci�c number
of states which is for most words much larger then in
the case of whole models.

5. CONCLUSION

In this paper we �rst presented a new scheme for ini-
tialization of the mean vectors in HMMs from a inter-
mediate polynomial representation. In this way even
with only a small amount of training data HMMs with
a large number of states can be generated robustly.
Therefore this approach, allowing a better temporal
modeling, leads to a signi�cant improvement of the
veri�cation performance. In our simulation experi-
ments with 3 reference utterances the new approach
yields equal error rates close or even better than dy-
namic time warp. Training subword models and con-
catenating them to word models o�ers an other pos-
sibility to build large word HMMs. Our experiments
showed a small improvement in the word ERR by this
approach.

Combining the two techniques seems promising.
Furthermore, di�erent types of functional representa-
tions could be tested as alternatives to the polynomi-
als. The results on the data from the �eld trial demon-
strate that 3 references are not su�cient to cover long
term variations and therefore we started to test meth-
ods for model adaptation.
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