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ABSTRACT

In this paper the Harmonic features based on the har-
monic decomposition of the Hildebrand { Prony line
spectrum are introduced. A Hildebrand { Prony method
of spectral analysis was applied because of its high res-
olution and accuracy. Comparative tests with the LP
and LP { cepstral features were made with 50 speak-
ers from the Slovene database SNABI (isolated words
corpus) and 50 speakers of the German database BAS
Siemens 100 (utterances of sentences). With both data-
bases the advantages of the Harmonic features were
noticed especially for the speaker identi�cation while
for the speaker veri�cation the Harmonic features have
performed better on the SNABI database and as good
as the LP cepstral features on the BAS Siemens 100
database.

1. INTRODUCTION

Di�erent features have been investigated in speaker
recognition systems. The cepstral or Linear Prediction
- cepstral features (LPCC) have usually been reported
to have yielded good performance [13, 12, 1, 8]. Com-
parative tests with other features such as Line Spec-
trum Pairs (LSP) have shown better results [11, 2].
In the LSP representation the variations in the glottis
and the vocal tract that determine the speaker's voice
are transferred into frequency domain. In this paper
we are introducing another type of features that also
detect the di�erences between di�erent speakers in the
frequency domain { the Harmonic features.

The Harmonic features are produced by the har-
monic decomposition of high resolution spectral line
estimate. Feature vector consists of the fundamental
frequency followed by amplitudes of several harmonic
components. The Harmonic features can be produced
only on segments of speech that contain the harmonic
structure, i. e. the voiced sounds. Moreover, the
long vowels and nasals were also found to be the most
speaker speci�c in numerous studies on speaker dis-
criminating properties of the phonemes [4, 7, 3].

Providing an accurate spectral line estimate is the
crucial task in Harmonic feature extraction process.
Several spectral line estimation methods can be used
for this purpose. In this case the Hildebrand { Prony
spectral line estimation method, which has been re-
ported to be very accurate when applied on short data
records with high signal to noise ratio [6, 14, 10], was
used.

To evaluate the performance of the Harmonic fea-
tures the comparative tests with the LPCC features
were performed on the phoneme based speaker identi-
�cation / veri�cation system.

2. SPECTRAL ANALYSIS AND FEATURE

EXTRACTION

Compared to the Discrete Fourier Transformation the
Hildebrand { Prony method has several performance
advantages. The major di�erence between the Hilde-
brand { Prony method and the Discrete Fourier Trans-
formation (DFT) is that the DFT may be regarded as
a least square �t of sines and cosines of predetermined
frequencies to the input data while in the Hildebrand
{ Prony method the frequencies are calculated from
the input data. Moreover, the DFT problems such as
leakage [10] are not met with the Hildebrand { Prony
method. The result of the Hildebrand { Prony analysis
is hence much more accurate. Figure 1 shows the result
of both analyses on the segment of vowel <aq>.

There are several problems when applying the Hilde-
brand { Prony method of which the problem of order
de�nition [10] is the essential. The order can be de-
termined by monitoring the residual squared error:

E =

N�1X
k=0

jxk � ~xkj
2 ; (1)

where xk is the sample and the ~xk its xk approxima-
tion produced by the Hildebrand { Prony model. In
our tests on speech signals (long vowel segments) the
order 80 was usually found to yield the smallest resid-
ual squared error.



a) b)

Figure 1: The result of the Fourier (a) and Hildebrand-
Prony (b) analysis of speech signal (vowel <aq>).

b)a)

Figure 2: The Hildebrand-Prony spectrum of a vowel
<aq> (order of 78): a) the complete spectrum, b) �rst
19 extracted harmonic components.

Having the Hildebrand { Prony line spectrum the
Harmonic features were generated by its harmonic de-
composition, i.e., the fundamental frequency and the
amplitudes of higher harmonics were extracted. Figure
2 shows the result of the Hildebrand { Prony analysis
of vowel<aq> and the result of the harmonic decompo-
sition. The fundamental frequency and the amplitudes
of the �rst 19 harmonic components were used to form
the Harmonic feature vector.

3. ARCHITECTURE AND SYSTEM

OPERATION

In order to evaluate the Harmonic features the phoneme
based speaker recognition system that uses either Har-
monic features or 20-th order LPC cepstrum features
(LPCC) was designed. Evaluation of Harmonic fea-
tures was done by comparing its performance to the
LPCC features e�ciency.

The long vowels and nasals exhibit the highest speaker
speci�cy [4, 7, 3] when cepstral features are concerned.
Experiments with Harmonic features have shown that
not all long vowels and nasals are equally speaker spe-

ci�c. Long vowel <aq> was found to be the most
characteristic for each individual speaker, therefore the
speaker recognition system was based on the analysis
of this vowel in the utterances. The vowel detection
problem was not considered in this system { all vowels
were manually extracted from the test and train data.
In each such segment feature vectors were extracted on
�ve places uniformly distributed over the vowel steady
state (inner 60% of the vowel). The number of feature
vectors was limited to �ve because of the complexity of
the Hildebrand { Prony spectral analysis method. The
edge - sections of vowel (40%) were not included in the
analysis since they are assumed to be too a�ected by
the articulatory e�ect.

The system is designed to operate in either speaker
identi�cation or speaker veri�cation mode. In both
cases the same reference database consisting of extracted
reference feature vectors was used. Two separate classi-
�cation procedures were implemented. For the speaker
identi�cation using the Harmonic features, the feature
vectors derived from the test utterances were simply
matched to the reference feature vectors where the fol-
lowing distance measure was used:

Harmonic features:

�ij = (fi0 � fj0)
2 +

19X
n=1

w j fin � fjn j (2)

w =

8>><
>>:

6 ; 1 � n � 4
4 ; 5 � n � 8
2 ; 9 � n � 14
1 ; 15 � n � 19

other:

�ij =

19X
n=0

w j fin � fjn j (3)

w = 1 ; 0 � n � 19

where:
�ij : : :is the di�erence between i-th and j-th

feature vector,
fin : : : is the n-th element of the i-th (refer-

ence) feature vector,
fjn : : : is the n-th element of the j-th (test) fea-

ture vector,
w : : : weight.

For speaker veri�cation the same distance measures
were used for each type of features as for speaker identi-
�cation. The decision whether the speaker is accepted
or not is made according to the speaker veri�cation
threshold. The threshold is speaker dependent and is
de�ned according to the intra-speaker variability:



�k =W ��kref ; (4)

where the �k is the threshold for speaker k,W is exper-
imentally derived scaling factor (values are given with
experimental results) and the ��kref is the average dis-
tance between all reference feature vectors of speaker k.
Tests with threshold equal for all speakers have yielded
higher error rates.

4. DATABASES

Two sets of comparative closed-set tests were performed.
First, the system was tested with 50 speakers (19 fe-
male, 31 male) of Slovene Speech Database SNABI [9].
14 di�erent utterances per speaker containing vowel
<aq> were retrieved from the isolated word corpus.
Next, the system was tested with 50 speakers (22 fe-
male, 28 male) from the German database BAS Siemens
100 (SI100). 14 various sentences containing vowel
<aq> per speaker were used. For the results reported
in this paper �rst half of the utterances were used for
training and other half for testing (7 training and 7 test
utterances). Speech material in both databases was of
studio quality, sampled at 16 kHz by 16 bit A/D con-
version.

5. EXPERIMENTAL RESULTS

Table 1 shows the results of speaker identi�cation for 50
speakers of the SNABI database, using di�erent num-
ber of test utterances.

SNABI { identi�cation

features UT EI

1 11.0
3 4.6
5 1.5

Harmonic

7 0.0

1 29.7
3 14.3
5 8.4

LPCC

7 6.0

UT - utterances for testing
EI - identi�cation error rate [%]

Table 1: The identi�cation error rates for di�erent
number of test utterances with SNABI database.

The identi�cation error rate was the highest when
the identi�cation of each speaker was done using only

one out of seven available test utterances. Table 2
shows the results of speaker veri�cation for the same
set of speakers where the error rates EFA, EFR, EV
and ET were de�ned as in [5].

SNABI { veri�cation

features W UT EFA EFR EV ET

1 11.0 11.0 11.0 10.7
3 8.1 7.5 7.8 8.1
5 5.5 3.4 4.5 5.4

Harmonic 2.6

7 3.9 2.0 2.9 3.8

1 14.1 19.0 16.6 14.2
3 12.3 15.8 14.1 12.4
5 11.8 13.7 12.8 11.8

LPCC 2.1

7 11.5 12.0 11.8 11.5

W - threshold weight (Equation 4)
UT - utterances for testing
EFA - false acceptance error rate [%]
EFR - false rejection error rate [%]
EV - veri�cation error rate [%]
ET - total error rate [%]

Table 2: The results of veri�cation for di�erent number
of test utterances with SNABI database.

In the speaker identi�cation experiment signi�cantly
higher accuracy was achieved with Harmonic features
at di�erent number of used test utterances. Similar re-
sult can be observed also in speaker veri�cation, how-
ever, the advantages of the Harmonic features seems
less obvious when small amount of test data is used (1
test utterance; UT = 1)

The threshold weight W was reduced for LPC fea-
tures. This seems to indicate that the Harmonic fea-
tures are more in
uenced by the intra speaker variabil-
ity than the LPC features.

Tests with the BAS Siemens 100 database included
the segments extracted from the sentence utterances.
The identi�cation and the veri�cation rates were re-
duced due to incorporation of the prosody. Tables 3
and 4 presents the speaker identi�cation and veri�ca-
tion results for 50 speakers of the SI100 database.

In tests with SI100 database the di�erence between
the accuracy of both types of features is smaller than
in tests with isolated words (SNABI database). In the
speaker identi�cation the LPC features were still out-
performed by the Harmonic features while in the ver-
i�cation tests the results with both types of features
were similar.



SI100 { identi�cation

features UT EI

1 49.1
3 23.1
5 12.0

Harmonic

7 6.0

1 35.7
3 21.6
5 13.2

LPCC

7 10.0

UT - utterances for testing
EI - identi�cation error rate [%]

Table 3: The identi�cation error rates for di�erent
number of test utterances with SI100 database.

SI100 { veri�cation

features W UT EFA EFR EV ET

1 19.0 25.0 22.0 19.1
3 17.6 20.4 19.0 17.6
5 16.7 16.5 16.6 16.7

Harmonic 2.9

7 16.0 14.0 15.0 16.0

1 15.0 21.4 18.2 15.1
3 14.6 19.1 16.8 14.7
5 14.3 17.4 15.8 14.4

LPCC 2.2

7 14.2 16.0 15.1 14.2

W - threshold weight (Equation 4)
UT - utterances for testing
EFA - false acceptance error rate [%]
EFR - false rejection error rate [%]
EV - veri�cation error rate [%]
ET - total error rate [%]

Table 4: The results of veri�cation for di�erent number
of test utterances with SI100 database.

6. CONCLUSION

The Harmonic features were found to be e�ective when
applied in a speaker recognition systems. Its perfor-
mance is found to be superior to the LPCC features es-
pecially in case of speaker identi�cation. The Harmonic
features have shown better ability to distinguish di�er-
ent speakers than LPCC features, which is an essential
requirement in speaker recognition tasks with larger
number of speakers. Tests with the SI100 database (ut-

terances of sentences) have shown signi�cant increase
of identi�cation and veri�cation error rate for the Har-
monic features while the error rates for the LPCC fea-
tures were not that critically increased. This shows
that the Harmonic features are more in
uenced by the
prosodic features than the LP { based features. One
possible solution to this problem may be in increasing
the size of the training data.
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