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ABSTRACT somewhat excessively for maintaining overall time-scale
change. To do so, transient and steady portions must be
separated in the speech signal. We devise two different methods
to identify transient and steady portions; onethie method
using LPC cepstral distance and the other usiogpss-
correlation. To evaluate thperformance ofthe proposed
scheme, a subjective preferentest by human listeners is
conducted. Theesult indicates that thproposed method is
superior to theconventionalSOLA method. This paper is
organized as follows. After a brief reviewtbi conventional
SOLA method in sectionll, wedevelop an algorithm for
variable time-scale modification usirigansient information in
sectionlll. In section IV, wedescribe two methods for locating
transient and steady portions in a speech signal. In section V,
we compare the performance with conventional SOLA method.

Conventional time-scale modification methods have the
problem that as themodificationrate gets higher the time-scale
modified speech signal becomless intelligible, becaustney
ignore the effect of articulationrate on speech characteristics.
In this paper, wepropose a variable time-scale modification
method based on tHenowledgethat the timinginformation of
transient portions of a speech sigp&lys an important role in
speech perception. After identifyinggansient andsteady
portions of a speech signal, theposed method getise target
rate by modifying steady portions onlyhe result of subjective
preferencetest indicates that thproposed method produces
performance superior to that of the conventional SOLA method.

. INTRODUCTION

II. SYNCHRONIZED OVERLAP AND ADD

The purpose of time-scale modification is to changeateof (SOLA) METHOD[4][5]

speech while preserving the characteristics of original speech
such as formant structure, pitch periods, etc. Thezgarious
applications of time-scale modification. For example, one can
reduce thebit rate requiredor medium-rate speech coding by
time-scale compression tife input speectipllowed by coding

and the transmissioriollowed by time-scale expansion to the
original time scale at the receiver. In digital telephone
answering devices(TAD), time-scale modification enables to
have quicker playback of receivedice messages. kpecial
:lyosvtveerpsspfg éc?]l(?srm%ergprl]eer;sfullnfofro Ler:EZré?Qr?giig.e e‘ "d"u_caélon, ant_:lSs as the s_y_nth_esis interframe interval. Then the rat@ of
are a number of techniquésr the time-scalenodification of S is the modification factora. a > 1 corresponds to time
speech[1]-[6], the synchronized overlapand addSOLA) expansion and < 1 corresponds to compression. _
method is used widely becauseitsfcomputational simplicity, The SOLA method begins witkopyingthe first frame of size
allowing real-time implementation [4][5]. Althoughe SOLA N from x(n) to y(n). Then the m-th frame of the input signal,
method produces a reasonable quality, the rate-changed speeckMS#j), 0 j< N-1, is synchronizedand averaged with a
has a lower degree of intelligibility as the amount of rate Nneighborhood ofy(mS+j), on a frame-by-framdasis. The

The key idea of SOLA method is to shift and average
overlapping frames of a signal in a synchronized fashion at
points of highest cross-correlation. Asesult, the time-scale
modified signal bySOLA method preserves the time-dependent
pitch, the spectral magnitude and phase to a large degree to
produce relatively high quality speech. b€h) be the input
signal andy(n) the time-scale modified signal. Given freme
length ofN, we introduceS, as the analysis interframe interval

change increases. In particuléis problem limitsvery fast synchronization pointkm, is determined by maximizing the
playback of speech in such application areas as digital TAD. ~ hormalized cross-correlation betwedmS+j) andy(mS+j) as
Results of research on speech perception shatthe timing follows:

L-1

y(mS + k+ ) X m3+ )

information of transient portions of a speech sigplays an

important role in discriminatingamong different speech &,

sounds[7]-[9]. Inspired bthis fact, wepropose a novel scheme R (K) = == (-1 ,
for the time-scalenodification of speech, in whicthe timing [Y y*(mS + k+ J5 X(m$+ ) e
information of the transient portions of speech is preserved, =0 =0

while the steady portions of speech are compressed or expanded
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where L is the length of overlap betweex(mS+j) and
y(mS+j). Oncekn is found, the time-scale modified sigryéh)
is updated as follows:

YmS+ k+ J=(1- () ymS+ kt )it €)i&km3 )}

0O<jsL,-1
ymS+ k+ J=XmS+ )j L, <j<sN-1 (2)

where Ly, is the range of overlap of thisvo signals for the
particularky, involved and(j) is a weighting function sudtat
0< f(j)< 1. In this paper we used a linear weightingction of
f(G) =j / (Lw1), O< j< Lw—1. The SOLA method produces a
fine quality speech in spite afs relatively small amount of
computation, however, ate amount of time-scathange
increases, a time-scale modified signal becomess
intelligible. This problem may be due to the fact thatSE¢A
method, likemost ofthe conventional time-scale modification
methods, usesnly aconstant time-scale modification factat,
for all frames of speech, not considering tledfect of
articulation rate on speech characteristics.
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I, VARIABLE TIME-SCALE
MODIFICATION OF SPEECH USING
TRANSIENT INFORMATION

Speech sounds are characterizedtibye-varying spectral
patterns which contain both transient and steady portions.
Transient portions as well as steady portionsthef speech
signal are considered tplay an important role in speech
perception. Results of research on speech perception for
several decades shothat most consonants, including the
plosives and nasals, share tlemmon characteristic of
containing their main perceptual distinctive feature in their
transient portioni.e., during their coarticulation with adjacent
phonemes[7]-[9]. Inthe identification tests of syllables
modified by initial and/or final truncation, Furufound that
perceptual critical points, where therrect identification score
of the truncated syllable asfanction ofthe truncation position
changes abruptlyare related tonaximum spectral transition
positions[7]. A speech signal of approximately 10 ms in
duration that includes th@aximum spectral transition position
bears the most important informatifor consonant and syllable
perception. It has also been reported that the rapidity of the
spectral change is an important feature for discriminating
amongdifferent classes of speech sounds[8]. In other words,
the property that distinguishesome consonants from vowels
and glides is not the shape of the spectrurargtparticular
instant of time but is rather the rapidity of the spectral change.

Therefore, the transient portions, where the specthanges
rapidly, contain much information for speech perceptind it
is helpful for comprehension teep the timing information of
transient portions. In this paper, Wweopose a variable time-
scale modification method based omis finding. In the
proposed method, the time-scale modificafexctor depends on
whether the speech segméeiongs tahe transient portion or
not. How to separate transient and steady portidmsn a
speech signal will be discussed in next sectiorAfter
identifying transient and steady portions in a speech signal, we

only modify the time scale afteady portions while keeping the
transient portions unchanged. Asesult, thesteady portions

of speech areompressed or expanded somewhat excessively to
maintain the required overall speeette. [fTs andT; are the
number of frames of steady portions and transient portions
respectively, then the number of tot@mes of a speech signal,

T, is represented as

T=T+Ts. 3)

And, in theproposed method, the time-scale modificafetor
for the steady portions,as, and the overall time-scale
modification factorp, has the following relationship.

aT =T+ asTs.

(4)
From (3) and (4)as can be represented as

Os= ((0-1)T+Ts) / Ts. (5)

With introducing new termf3, the ratio ofsteady portions in a
speech signal, @ = Ts/ T, (5) can be rewritten as

as= ((@-1)+p) /8. (6)

In order to applythe proposed method, we must separate
transient and steady portions from a speech signal and then find
out the ratio of transient (or steady) portions to total frames.
This process, however, does not efficiently utilie&her
memory orreal time processing. To alleviate this problem, we
identify the transient andteady portions of a spee@very
prespecified time interval(1 secofmt an example) to perform

a variable time-scale modification accordingthe percentage

of each portion in the interval.

IV. SEPARATING TRANSIENT AND STEADY
PORTIONS FOR VARIABLE TIME-SCALE
MODIFICATION

In this section, we describsvo methods to separate the
transient and steady portions of speech sifprathe proposed
variable time-scale modification. The first method utilizes LPC
cepstral distance between neighboring frames with somewhat
additional complexity, and second method utilizes cross-
correlation function which can be obtainedlie process of the
conventional SOLA method.

4.1. The LPC cepstral distance method

A spectral distance between adjacent frames can dmod
measure for discriminatinghe transient portionfsom the
steady portions. Irhis paper, we approximate the spectral
distance with the_.PC cepstral distance using the finite LPC
cepstra extractefitom a speech signal[10]Then we identified
transient and steady portions bgmparingthe LPC cepstral
distance between non-overlapping neighbor frames with a
proper threshold. A window length of 30 ms andviadow
shifting length of 10 ms are uséok computing LPCepstra.
The LPC cepstral distance of m-th frame(m), is represented
as follows:

D(m) = Z [6a(K) = Gual BI2 ()



wherecn(k), k=1,...,pis k-th LPC cepstral coefficient afhe m-
th frame. IfD(m) is greater than a predefined threshold, this
frame would be takefor atransient portion, otherwisesteady

algorithm(See equatiofl)). However, simple thresholding on
C(m) can yield erroneous decision for franveish background
silenceonly. In other words, durinthe silence intervalG(m)

portion. An example of separating transient and steady portionswould be verysmall, sothey could be mistaken fdransient

using LPCcepstral distance is shown in Figure 1(a)-(c). Given
a speech signal shown in Figut€¢a), LPC cepstral distance
between neighboring frames with threshold TH1 (=1.3) is
shown in Figurel(b). Figure 1(c) indicates the result of
transient/steady portion detection; a “1” represents transient
portions and a “0” steady portions. As can be deam the
figure, the performance ofthe method based on the LPC
cepstral distance is fairlyood. Howeverthis method requires
the computation of LPCcepstra atevery frame, which yields

portions. To avoidhis problem, another threshold is taken.
Silent and transient portions can be separateddogparing
C(m) with this threshold becaugg(m) in silent portions are
much smaller than those in transient portions. The silent
portions are takefor steady portions. Figufgd) shows dog-

scale representation of the cross-correlatiofm). In this
figure, threshold TH2 is used in order to separate transient and
steady portions from speech portiomsid another threshold
TH3 is used to separate silent and speech porfiam a

increased computational complexity except for the case that it is speech signal. Figure 1(showsthe result of transient/steady

used in coupled with LPC-based speech coders|[5].
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Figure 1. An example of separating transient and steady
portions from a speech signal

(a) speech signal

(b) LPC cepstral distance and threshold

(c) transient(1) and steady(0) portions identified by
the LPC cepstral distance method

(d) log-scale cross-correlation value and threshold

(e) transient(1) and steady(0) portions identified by
the cross-correlation method

4.2. The cross-correlation method

As a computational efficient alternative to the afore-mentioned
method, a method using cross-correlation which is employed in
the conventional SOLA method is devised. The maximum
cross-correlation value ahe synchronization point calculated
in the process of theonventionalSOLA algorithm contains
information on the similarity between adjacent franssady
portions have large cross-correlation values and tranisaamet

small ones. Therefore, transient and steady portions of a speecf?

signal can be identified with proper thresholding of the
maximum cross-correlation for each frame. The maximum
cross-correlation of m-th fram€(m) is defined as follows:

C(m) = max( § ymS + ke Dxms+ ]
N

(8)
2

C(m) is easily computed by using numerator terms of the
normalized cross-correlatioRy(K), in the conventionalSOLA
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detection using theross-correlation method, atite meanings
of “1” and “0” are the same as those in Figure 1(c).

In this paper, a set of threshold values (TH1=1.3,
TH2=700000, TH3=2500) were chosen empirically, so that the
ratio of transient portions to total frames might be about 20%.
Result of a detailed experimentation shdhest theaccuracy of
separating transient and steady portifsom a speeckignal in
the method usingross-correlation igess than theccuracy in
the method using LPC cepstral distance, but both metions
goodresults. Relatively loweaccuracy forthe method using
the cross-correlation is mainly due tihe fact that cross-
correlation computations itne conventionalSOLA method are
performed on overlapping neighbor frames tlog purpose of
synchronization, thereby yieldingery smoothed contour. On
the other hand, the method using thRReC cepstral distance
takes the distance betwedawo non-overlapping neighbor
frames to make a fine distinction.

V. EXPERIMENTAL RESULTS

A series of preferendest byhuman listeners wasonducted
to evaluate theproposed variable time-scale modification
algorithm. Boththe method usingPC cepstral distance and
the method using theross-correlation were applied to locate
the transient portions argteady portions of a speech signal.
Speech materials used consist of five phonetically rich Korean
sentences, each spoken by a different male speaker in a quiet
environment. The speech data were sampled at 8 kHz sampling
rate. Thewindow length, N was 30 ms with 240 samples. The
analysis interframe intervak was 10 ms with 80 samples.
The LPC cepstral coefficients were computed after the
preemphasis 1 - 0.95'z The result of transient arsteady
portion classification method was smoothed by 5-point median
filtering. To comparethe two proposed methods with the
OLA method, a listener preferentast wasdone with speech
data atfive different time-scale modification factor®;5, 0.7,
1.3, 1.5, and 1.8. The test was to determviléch method
provides more intelligible speech. To justifie validity of the
experiment, the time-scale modified speech data were presented
to listeners in random ordeBeforethe test the listeners were
presented speech data at normal speed as a guideline of
intelligible speech. Listeners used headphonestaokl the
test individually with the experimenter to minimize
distractions. Listeners selected one¢haf paired samplarade
by different methods so each result of the evaluation represents



how muchlisteners prefer a method to others at the same
speechrate. Tables 1 and 8ummarize the results. The
listeners consisted of 18 males and 2 females, with fages

23 to 31.

Table 1. Result of Subjective preference test between
the conventional SOLA method and the proposed method
(based on LPC cepstral distance)

Time-scale Preference
Modification
factora Method A | No difference| Method B
0.5 11 % 4% 85 %
0.7 23 % 19 % 58 %
1.3 21 % 29 % 51 %
1.5 22 % 27 % 51 %
1.8 23 % 24 % 53 %
Average 20.0 % 20.6 % 59.6 %

Method A: Conventional SOLA method
Method B: Proposed method based on LPC cepstral distance

Table 2. Result of Subjective preference test between
the conventional SOLA method and the proposed method
(based on the cross-correlation)

Time-scale Preference
Modification
factora Method A | No difference| Method G
0.5 16 % 10 % 74 %
0.7 33 % 25 % 42 %
1.3 26 % 28 % 46 %
1.5 30 % 31 % 39 %
1.8 32 % 23 % 45 %
Average 274 % 234 % 49.2 %

Method A: Conventional SOLA method
Method C: Proposed method based on the cross-correlation

As can be seefrom Tables 1 and 2, both of thoposed
methods based on tHePC cepstral distance and th@oss-
correlation show comparativelgetter performance than the
conventional one at every speegeke. Especially at the speech
rate of 0.5 the proposed methods show a noticeable
improvement. Comparing Table 2 with Tablethe cross-
correlation-based method was notgasd ane usinghe LPC
cepstral distance. This might be explained by the failure of the
cross-correlation function to detdbe exact transient portions
of the speech signal as discussed in seddbn The cross-
correlation-based method, however, can be implemented with
almost the same computatior@mplexity asthe conventional
SOLA method, while the method usindC cepstral distance
generally requires additional computatiocamplexity due to
the LPC parameter extraction and spectral distance
computation. It should be notdfiat, when thetime-scale
modification is employed in coupledith LPC-based speech
coders[6],the extra computational loatty the method using
LPC cepstral distance are also negligible.

VI. CONCLUSIONS

The variable time-scale modification proposedtiis paper
takes advantage of thk@owledgethat the transient portions of
the speechplays a greater role in speech perception. The
proposed method identified the transient portions and the steady
portions of speech signal and used ®®LA method in a
flexible way to modifythe time scale of thgteady portions of
the speech while the transigrdrtions ofthe speech remain the
same. The listener preferentest showsthat the proposed
method is superior to theonventionalSOLA method atevery
speech rate examinedEspecially forthe case ofery fast
playback (whichrequires higher intelligibility tharany other
rate), theproposed method achieved a significant performance
improvement overthe conventional one. Irthe proposed
variable time-scale modification, veanployed two methods for
locatingthe transient ansteady portions ahe speech signal,
and it was observethat there ardrade-offs betweethe two
methods in terms of the amountiwfproved speech quality and
the computational complexity.
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