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ABSTRACT

This paper presents a new wide-band speech coding system
based on a fast wavelet packet transform algorithm as well
as a formulation of temporal and spectral psychoacoustic
models of masking. The proposed FFT-like overlapped
block orthogonal transform allows us to approximate the
auditory critical band decomposition in an e�cient manner,
which is a major advantage over previous approaches that
used uniform �lter banks. As a result of such a decompo-
sition, the perceptually tuned time-frequency structure of
the original speech signal is preserved. This allows us to
make use of the temporal and spectral properties of the hu-
man auditory system to decrease the average bit rate of the
encoder, while perceptually hiding the quantization error.

1. INTRODUCTION

Nowadays, wide-band speech compression is an active rese-
arch area. The higher quality of wide-band speech is desi-
rable for the extended communication tasks, such as audio-
conference, loudspeaker telephony, multimedia, etc. On the
other hand, achieving bit rates as low as possible is a con-
sequence of the ever increasing communication demand.

Currently, the ITU standard for wide-band speech co-
ding, G.722 [1], uses sub-band adaptive di�erential pulse
code modulation and produces excellent speech quality at
64 kbit/s. Large e�orts have been made to reduce this
bit rate, while trying to preserve the same perceptual qu-
ality [2]. All new issues in wide-band speech coding use
the G.722 standard as a reference for performance compari-
son. They are mainly based on transform/sub-band coding,
using perceptual criteria that tend to concentrate the quan-
tization noise energy in frequency regions, where it would be
masked by perceptually preponderant signal components.
Their major drawback is the large computational e�ort as-
sociated with sub-band decomposition (frequently uniform)
and psychoacoustic modeling employing an additional FFT
analyzer. Furthermore, no use is made of temporal masking
models.

In this paper, we present an integrated approach to the
design of a wide-band coder for speech signals sampled at 16
kHz. It merges, fast orthogonal wavelet packet transform
algorithms matched to auditory critical band decomposi-
tion, with models of temporal and spectral psychoacoustic
masking constraints.

2. DESCRIPTION OF THE ALGORITHM

The block diagram of the proposed algorithm is represen-
ted in Fig. 1. The encoder is mainly composed of an ana-
lysis transform that performs simultaneously an approxi-
mated auditory time-frequency decomposition, as well as
a uniform decomposition. The former provides the coe�-
cients to be encoded and also used for the calculation of
a masking threshold, while the latter is employed to esti-
mate the tonality of the current analysis frame. Then, spe-
ctral as well as temporal models of masking are successi-
vely computed from the auditory transform coe�cients and
a �nal masking threshold is calculated. Next, the audi-
tory coe�cients are uniformly quantized according to the
obtained masking threshold. The decoder is much simpler,
compared to the encoder, since it is simply composed of a
de-quantization step, plus reconstruction using a synthesis
transform.
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Figure 1. Block diagram of the codec

2.1. Orthogonal wavelet packet transform

Recently, wavelet and wavelet packet transforms have emer-
ged as powerful and elegant solutions for nonstationary
signal analysis and coding [3], where they allow for 
e-
xible time-frequency decompositions. Such analysis tools
are traditionally implemented using tree-structured �lter
banks. In a previous work, e�cient algorithms, with com-
putational loads close to FFT algorithms, have been pro-
posed [4, 5]. These overlapped block orthogonal transforms

provide, in one block operation, all possible multiresolution
time-frequency coe�cients computed successively by tree-
structured approaches.



Several studies have highlighted the nonuniform tempo-
ral and spectral resolutions of the human ear [6]. The spe-
ctral decomposition performed in the cochlea follows a Bark
scale. Its related �lters are called critical band �lters. In
the 0-8 kHz bandwidth, there are 21 critical bands that
can be approximated with an overlapped block orthogonal
transform with a frame lenght of N = 64. This corresponds
to a temporal duration of 4 ms. The choice of the proto-
type �lter of the transform, as well as its length, in
uences
the separation of the sub-band signals. The Daubechies �l-
ters are the ones which achieve the best separation when
the number of frame coe�cients N increases, because of
their regularity property [7]. Here, the prototype �lter is
of length 10. The resulting wavelet packet approximations
to the Bark scale center frequencies (critical band number)
and to the critical bandwidths are represented in Fig. 2.
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Figure 2. Approximation of the critical band de-

composition. Top: center frequencies. Bottom:

bandwidths. `�' are reference values and `�' are

approximation values.

2.2. Calculation of the masking threshold

The masking threshold in each critical band determines
the tolerable quantization noise that can be introduced in
that band without being perceived by the human ear [8].

The time-frequency resolution of employed transform can
be described in terms of the grid that is shown in Fig. 3.
The energy in each critical band is measured by calculating
the Bark spectrum, whose staircase approximation A(k),
with 0 � k � 20, is computed as

A(k) =
1

l

X
i

(Xij)
2

: (1)

Here, Xij is a transform coe�cient, corresponding to one
rectangle of the time-frequency grid; i is the coe�cient num-
ber, 0 � i � 63; j is the transform stage from which Xij is
chosen; and, l represents the number of \temporal" coe�-
cients in critical band k, which is one row of the grid. The
computed wavelet packet transform has b = log

2
64 = 6

stages. The Bark spectrum calculation is done according to
the values given in Table 1. A relative masking threshold

sub-band k l coe�cient i stage j

[0,7] 1 [0,7] 5
8 2 8,9 4
9 2 10,11 4
10 2 12,13 4
11 2 14,15 4
12 2 16,17 4
13 2 18,19 4
14 4 20,21,22,23 3
15 4 24,25,26,27 3
16 4 28,29,30,31 3
17 8 32,33,34,35,36,37,38,39 2
18 8 40,41,42,43,44,45,46,47 2
19 8 48,49,50,51,52,53,54,55 2
20 8 56,57,58,59,60,61,62,63 2

Table 1. Bark coe�cient mapping with the overlap-

ped orthogonal transform.

can be obtained for each critical band k, depending on the
tonality nature of the input signal within a processed frame.
It is a provisory masking threshold before considering spre-
ading and is computed as a negative shift of the Bark spe-
ctrum level. Since the employed overlapped block transform
already introduces some spectral overlapping, we have esti-
mated the relative shift to be -20 dB for tonal blocks and
-10 dB for noise-like blocks. An approach similar to that
proposed in [8] has been employed to estimate intermediate
tonality cases, by de�ning the relative shift to be

O(k) = �� � 10� (1� �) � 20; [dB] : (2)

The parameter � is a spectral 
atness measure, estimated
over the sub-band signal energies and obtained at the maxi-
mal spectral resolution (decomposition depth) of the wave-
let packet transform. Hence, the relative masking threshold
becomes

A
0

(k) = A(k)=O
0

(k) ; (3)

with O0(k) = 10
O(k)

10 .
The de
ection energy induced by a sound onto the ba-

silar membrane spreads along its length. This corresponds
to the simultaneous response of neighboring bands to the



sound located in one given critical band. Such energy spre-
ading rises the tolerated noise 
oor A0(k) by an amount
that can be computed by convoluting A0(k) with a spre-
ading function expressed as

B(n) = a+
v + u

2
(n+ c)�

v � u

2

�
t+ (n+ c)2

�
1=2

; (4)

in dB [9]. This approach is based on the hypothesis that
masking can be considered as additive. B(n) is a triangle-
shaped curve. v represents the lower slope in dB/Bark, u
the upper slope in dB/Bark, t the peak 
atness, and c and
a are compensation factors needed to satisfy B(0) = 1 (see
Table 2). The parameter n varies from -20 to 20 Bark. The
raised spread threshold is given by

C(k) =

20X
m=0

A
0(m) �B0(k�m); k 2 [0; 20]; (5)

after the conversion B0(n) = 10
B(n)

10 . In our context, we
have estimated v to be 30 dB/Bark, u to be -25 db/Bark
and t to be 0.3. Finally, the frequency masking threshold or
tolerable noise contribution �2qij associated with coe�cient
Xij, in critical band k, is given by

Mij = �
2

qij = C(k) : (6)

This simultaneous masking approach allowed us to obtain
an average bit rate of 41.5 kbit/s prior to any entropic co-
ding method. A similar simpli�ed approach has already
been presented in [10], at 43.3 kbit/s, using �xed relative
shifts O0(k).
In order to further decrease the bit rate without degra-

ding perceptually the speech signal, a non-simultaneous
or temporal masking factor is estimated over the di�erent
transform coe�cients within a given critical band. Again,
some amount of temporal masking is already introduced
by the temporal overlapped nature of the transform basis
functions. Temporal masking is maximum for signals close
in frequency and within the same critical band. Further-
more, non-simultaneous masking is a nonlinear perceptual
phenomenon [6]. Thus, a worst-case masking model must
be adopted. This kind of masking can also be interpreted
in terms of energy spreading across time. A model of tem-
poral masking can be formulated by parameterizing a new
spreading function D(n) similar to Eq. 4. In this paper,
non-simultaneous masking is also considered as additive.
The maximal temporal resolution takes place in the high-

frequency critical bands, as represented in the grid of Fig. 3.
This corresponds to a minimum grid step (mgs) of 0.5 msec
or 8 samples. The employed spreading function D(n) has
parameters v = 20 dB/mgs (40 dB/ms), u = �10 dB/mgs
(-20 dB/ms), and t = 0:3 (see Table 2), which is in ac-
cordance with psychoacoustic curves presented in [11]. A
convolution is performed in each critical band k between
its squared coe�cients X2

ij and a re-sampled version of

the temporal spreading curve D0(n), with D0(n) = 10
D(n)

10 .
This re-sampling is necessary since the number of tempo-
ral coe�cients and the grid step is di�erent in each critical
band. The procedure is shown in the top of Fig. 3, where
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Figure 3. Time-frequency grid of the transform and

calculation of temporal masking.

the vertical dotted lines stand for the re-sampling opera-
tion. The result of this convolution is an estimation of a
temporal spread energy Tij � X2

ij, from which a temporal

masking factor is de�ned as

�ij = Tij=X
2

ij � 1 : (7)

A factor �ij = 1 means that no temporal masking has been
induced by neighbor coe�cients onto Xij. On the other
hand, a higher �ij shows that some amount of temporal
masking is occurring. Thus, the time-frequency masking
threshold in critical band k can be estimated as by rising
the frequency masking threshold C(k) by the amount �ij:

Mij = �
2

qij = C(k) � �ij : (8)

Spreading v u t c a

function

spectral 30 dB

Bark
-25 dB

Bark
0.3 0.09 27.39

temporal 20 dB

mgs
-10 dB

mgs
0.3 0.19 7.75

Table 2. Parameters of the spreading functions

(mgs = minimum grid step).

2.3. Quantization

Stage index j can now be dropped for clarity. If all the
coe�cients are uniformly quantized, then the quantization
step of coe�cient Xi is given by

�i =

q
12 � �2

qi
(9)

Any value jXi(k)j which lies over �qi has to be considered as
unmasked and must be �nely quantized. On the other hand,



coe�cients below �qi can be ignored or coarsely quantized.
The number of levels required to quantize each coe�cient
in band k is calculated by Eq. 10, where bc stands for \the
integer part of".

Li(k) =

�
jXi(k)j

�i
+ 0:5

�
(10)

The encoder has to provide, for each coe�cient Xi, the
following information: a masked/unmasked 
ag, Li, �i and
the sign of the coe�cient.

3. MAJOR RESULTS

By taking into account a temporal masking model, an ave-
rage bit rate reduction of more than 5% has been obtained
with respect to the method which considered only frequ-
ency masking. Thus, perceptually transparent coding has
been achieved at 39.4 kbit/s, prior to the use of any los-
sless compression procedure. Furthermore, if the amount
of tolerable quantization noise �2qi is increased, such that
it becomes more and more perceptible, the bit rate can be
gradually reduced without a�ecting drastically the intelli-
gibility of the decoded speech signal. This result has been
veri�ed at a 15 kbit/s rate and is mainly due to the �ne tem-
poral representation of the higher frequencies by the wavelet
packet transform, which preserves abrupt signal transitions.
The quality of the encoded speech signals at 39.4 kbit/s

has been found subjectively equivalent to that of the G.722
standard at 64 kbit/s. However, the processing delay of the
proposed algorithm, of about 34.5 ms, is large compared
with the 3 ms of G.722 and may cause echo problems when
used in some telecommunication systems.

4. CONCLUSIONS

We have presented a new approach to the problem of en-
coding wide-band speech signals using a perceptual model.
The novelty of the algorithm proposed here lies in the use
of a fast overlapped block orthogonal transform, which has
allowed the formulation of a spectral and temporal masking
model. Particularly, the consideration of temporal masking
has led to a bit rate gain of more than 5% over previous
coding schemes making use of only simultaneous masking.
This improvement is achieved without perceptual degrada-
tion in the quality, compared to the original speech.
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