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ABSTRACT

Feeture extraction plays a substantid role in automatic
speech recognition systems. In this pgper, a method is
proposed to extract time-varying acoustic festures tha are
effective for speechrecognition. This issueis discussed from
two aspects: one ison speech power spectrumenhancement
and the other on discriminative time-varying festure extrac-
tion which employs subphonetic units, cdled demiphone-
mes, for distinguishing non-steady |abels from steady ones.
We confirm its potentid by gpplying it to spoken word
recognition. The results ind cate that recognition scores are
improved by using the proposed festures, compared with
those using ordnary features such as ddta-md-cepstra
provided by awell-known softwaretool.

1. INTRODUCTION

A great ded of efforts have been padin devdoping new
feature extraction techniques for speech recognition. In the
1980s, severd methods were proposed which used time
pattern features in HMM (Hidden Markov Modd )-based
speech recognition[1,2]. But these methods, except those
using so-cdled ddtacepstralor me-cepstra)[3], the time
patterns showed little effect on recognition scores. As a
result, the cepstrum (or mel-cepstrum) and delta-cepstrum of
speechwaveform becameastandard-likefestureset for major
speech recognition systems, and after that, noticeable prog-
ress could not befound in this area.

On the other hand, precedng such works we applied
timevarying acoustic patterns and power spectrum en-
hancement to phonemeclassificationand proposed adistance
messure effective for speech recognition[4], and dso pro-

posed asub-phonetic category set, calleddemiphoneme, asa
descriptive unit of speech recognition[5,6]. A recognition
system using this unit achieved arelatively high recognition
score compared with those using ordnary phonetic
unitg[7,8].

In the present research, weintend to grasp the potential
and limitation of speech power spectra in the automatic
speech recognition. At the first stage, the methods are
implemented on the bases of the our previous works.

A power spectrum enhancement technique proposed in
the next section is basicdly similar operdion to that de-
scribed in referencg]9]. At this time, we confirm how the
shape of estimated power spectra(i.e., the criterion in spec-
trum estimation) affect the result of speech recognition. In
the timevarying feeture extraction, crucid points of our
method are 1) the timevaying fedure is derived by
subtracting its average fromthe original values, asdescribed
in referencg 4], and 2) estimating new coord nates by apply-
ing asimplified discriminant analysisto a speech sample set
in which dl samples are labded into demiphoneme se-
guences.

In the following sections, a concrete procedure is
described and the effectiveness of our methodis evaluated by
speaker-independent spoken word recognition.

2. POWER SPECTRUM ENVELOPE
ESTIMATION AND ENHANCEMENT

2.1 Mel-Scaled Filter Bank

The power spectrum envelopes areinitidly estimatedby a
pass-band filters, in which the shape of the pass-bands is
defined as a Gaussian window on log Fourier power spectra
andthe center frequency interval sand bandwidthsarean equa



rate in the following mel frequency scale:
£(mel) _ 70010g,(1+ 1M 17000 @)

The number of channelsis presently determined as64,

which cover the frequency bandfrom about 100Hz to 7000Hz.

The band wicth ranges from 25Hz to 220Hz(35 md in the
mel frequency).

2.2 Spectrum Enhancement
The spectrum enhancement plays arole of enhancing pho-
neticdly significant features. In our research, it is assumed
that the aove roleis achieved by suppressing gross spec-
trum variations and enhancing loca pesks and vdleys. For
such purpose we have dready proposed atechnique, but the
following operdtion is an aternative:

Let us denote the power spectrum by P(f) and its
dfferentiation by P'(f). Then the frequency positions
satisfying thefollowing equationarethelocal peaksor zeros.

P'(f) =0 2
Therefore, if we modify P’ (f) as follows:
Q (f) =Consty P (f) ifP(f) O 3

= —Const|/-P'(f) ifP'(f) 0
then Q(f), integral of Q' (f) is a spectrum of which local peak
and valley bands are enhanced if Const is large enough.

3. EXTRACTION OF THE TIME-VARYING
ACOUSTIC FEATURES

3.1 Demiphoneme Labels
The demiphoneme(called APSeg in some of our papers) isa
subphonetic unit for Japanese speech recognition[5-7]. It is
dfined for a phoneme sequence from an acoustic-phonetic
sense, such as:
Phoneme sequence: /yokohama/ (city name)
Demiphoneme sequence:
<Y-YY-YO-O0-OK-QK-KK-KO-OO-OH-
HH-HA-AA-AM-MM-MA-AA-A>
Therefore, we can dassify the labds into two classes, as
follows:
Acoustically sustained or steady labels: YY, OO,
QK, KK, HH, AA, MM, etc.
Acoustically non-steady(transitional) labels:
<Y, YO, OK, KO, OH, MA, etc.
Note that time-varying acoustic patterns areessential for the
non-steady labes and demiphoneme labd set are currently

defined for Japanese speechbut it will be possible todefinea
similar category for other languages.

3.2 Time-Varying Acoustic Features

First let us denote an acoustic festure vector series by X,
t=0,1,2,....,(a present, this festure vector is me-cepstra
which is derived by a cosine expansion of power spectrum
and issampledat theSmsinterval). Then let usintroducea
matrix representation to represent time-varying fegtures, as
follows:

Dll(t) r1,2N+1(t) O
R=p - DXy e X e X
@Ml(t) rM,2N+1(t)E
@

Rt generaly represents time-space patterns, but asindicated
in the previous papers[4], it is not effective to represent
timevarying features(this fact is dso confirmed in the
present experiments). Thus we introduce the following
modfication to Rt by subtracting the average vd ue of each
time axis:

> — U]
R = gm,ng ®)
2N+1

;m‘n(t) = rm,n(t) T AN L rm,n(t)
(2N +1) £

After here, Rt and R are treated as vectors, that is, theorder
of M ~(2N+1) vectors. (In the following dscussions,
N=3).

where

3.3 Estimating Eigen Vectors for the New Feature
Vectors
It is knownthat linear discriminant analysisis equivalentto
K-L Expansion of dass-centroid vectors of agiven sample
dstribution in its normdized feature space where within-
class-variances arenormalized. (Notethat the derived axesare
not orthogond with each other in the linear dscriminant
andysis.) Since we intend to keep orthogondity in the
transformation for obtaining new festure vectors from
original features, weuse only K-L Expansion of the centroid
vectors without normalizing the within-class-variances.
Wethink that (a)asfor thesteady demiphonemelabels,
their absol ute vaues in the origind festure space are essen-
tid for representing the distinction, and (b)as for the non-
steady labds, their timevaying patens ae essentid.



Thus, we derive two kinds of coordnates: oneis derived by
goplying the K-L Expansion to the centroid vectors of
sample dstributions for steady demiphoneme labds. The
other is derivedfrom non-steady demiphonemelabels by the
same operation, except that thetime-varying patternsdefined
in eq(5) ae used in this case These coordnaes(eigen
vectors) are represented by E,, and E,,,, respectively.

In the present experiments, the coordnaes (egen
vectors) areestimated by using aphonetically balancedword
set[10] which contaned 1542 words uttered by 6 mde
speskers(9252 samples in dl). The word samples are dl
labeled into demiphonemes.

In carrying out speech recognition, the new feature
vector seriesis calculated from original feature vector series
Rt by transforming it using two kinds of the eigen vector
sets E,, and E,, obtained by the above K-L Expansions. The
first haf of the new feature vector Y (t) represents the
distinction of steady labelsandthelatter half Y, (t) represents
those of non-steady labels as follows:

BANOIN
Y() = H‘Y (t)m ©)

where is anormalizing factor.
4., SPOKEN WORD RECOGNITION
EXPERIMENTS

4.1 Recognition Procedure

To evaduae efectiveness of the proposed features, pho-
neme-HMM-based word recognition experiments are im-
plemented Figure 1 shows a procedure to recognize the

word labd of the input speech sample. Recognition scores
are compared with those obtained by using the md-cepstra
and delta-mel-cepstra provided by HTK (software tool)[11].

Experimentad condtions and optiond paameters ae
determined into familiar vaues. The number of the md-
cepstrausedis 12, so that when adding delta-mel-cepstra, the
orcer of feature vector is 24, and the order of the proposed
feature vector is the same, thatis, 12 derived from the steady
labd st and 12 from the non-steedy lebd sat. All
experimenta condtions are the same between these two
feature sets.

HMM training, recognition and scoring are carried out
using theHTK. Thetopology of theHMMsis aleft-to-right
modd of 4 states and the continuous density dstribution
type is adopted. 43 phoneme-HM M sareused(thisis ordinary
for Jgpanese). The phoneme HMMs are traned using the
phonetically balanced word set.

4.2 Experiments and Results
Spesker-i ndependent isolaed word recognition test is made
using part of the word set(the vocabulary size= 492) uttered
by 4 speskers. As described above, two factors, i.e., power
spectrum estimation techniques and time-varying festure
extraction techniques are examined, so that hereinafter the
following abbreviations are used:
a) Triangular-Window: Filter bank characterigtics
for mel-cepstrum calculation provided by HTK.
b) Gaussian-W+ Peak Enhancement: Power spectrum
estimation by the proposed method.
C) seg(ab): Feature set correspondingto Y, in
eq.(6).
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Figure 1 Flow diagram of the isolated word rect



0 seg(tv): Feature set correspondingto Y,,.

Table 1 and 2 show recognition resultsfor this word
set. From the results, we found that

1) for the spectrum estimation, the scoresobtained by the
proposed technique(Gaussian) areimproved as, e.g., 82.8%
to 88.9%, and 88.7% to 90.8%, in the 2 mixtures case.

2) for the timevarying festure extraction, the scores
obtained by the proposed methodseg(ab)+ seg(tv)) ae
improved as, e.g., 82.8% t0 88.7%, and 88.9% to 90.8%in
the 2 mixtures case.

Table1 Wor dRecognition Scor &%) in Several Conditions.

Spectrum Feat S Nurber of M xtur
Estimation| "cature <€ 1 2
Tri angul ar nel cep+ ¢nel ¢ 80. 69 82. §%
W ndow
seg(ab) +seg(t\J) 83. 8 8.7
mel cep . 76. 8
Gaussi an-W Seg(ab) 1 et 4
Enhancenent
nel cep+ ¢rel cey - 8B. 9
seg(ab) +seg(t\{) 3 0. 8

Table 2 Indivi dial Speaker's Recognition Scor ¢%) in Case
of the Bol d Li ne ownin Tablel.

Feature Set Spk1 bpk 2 Spk3 Spk{
mel cep+ ¢rel cep 93.|5 8B. 9 92.1 94.
seg(ab) +seg(tv) 911 9 88.4 95.3 95.

Deference of the scores decresses when the scores
become high. This may be due to saturation of the recogni-
tion score which depends on characteristics of indvidud
utterance deta sets. Observing indvidud spesker's scores,
relaively worse speakersresults tend to be more improved.

5. CONCLUDING REMARKS

Further investigations areneededfor fixing abaseline of this
feature extraction method For example, effect in adverse
environment is still ambiguous.

From the discriminant analysis viewpoint, the proposed
feature extraction method should be primarily gpplied to a
demiphoneme-based speech recognition. Therefore, we are

planning morelargevocabulary speechrecognitioninwhich
the demiphonemeswill be adopted as the recognition unit.
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