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ABSTRACT

In this paper, we suggest a method to optimize the vocab-
ulary for a given task using the perplexity criterion. The
optimization allows us to reduce the size of the vocabulary
at the same perplexity of the original word based vocabu-
lary or to reduce perplexity at the same vocabulary size.
This new approach is an alternative to phoneme n-gram
language model in the speech recognition search stage. We
show the convergence of our approach on the Korean train-
ing corpus. This method may provide an optimized speech
recognizer for a given task. We used phonemes, syllables,
morphemes as the basic units for the optimization and re-
duced the size of the vocabulary to the half of the original
word vocabulary size for the morpheme case.

1. INTRODUCTION

In general, a word is the basic unit in language model-
ing and in the search stage of speech recognition. But,
in terms of automatic speech recognition performance this
may not be the most e�cient unit. In this paper, we will
redesign the vocabulary of a given task using the perplex-
ity criterion. Recently, there have been some e�orts to use
other units than word for language modeling and speech
recognition. One approach is to separate a word into its
more basic units(morphemes)[1, 2]. In languages such as
Korean, German and Japanese, e.g. a verb, may be conju-
gated depending on its syntactic role. Another approach is
to concatenate a sequence of words which occurs frequently
into an ensemble of words[5].

In this paper, we suggest a statistical method to opti-
mize the vocabulary based on perplexity. In a diagram of
the perplexity as a function of the vocabulary size, we can
choose an operation point by either reducing the perplex-
ity of the given task or reducing the size of the vocabulary
based on a perplexity threshold. The perplexity of a task
can be reduced by choosing a smaller perplexity opera-
tion point and the size of a vocabulary can be reduced in
the search stage by choosing a larger perplexity operation
point. This will increase the recognition rate of a speech
recognition system and in case of smaller vocabulary size
reduce the computational load due to the reduced search
tree. This method may be an alternative to using phoneme
n-gram in an usual search stage.

2. ALGORITHM

There are many perplexity measures proposed[8, 6].
Among them, we are using a phoneme based perplexity
since the word perplexity can be only applied to the same
vocabulary. If the vocabulary itself is changed, the word
perplexity loses its meaning. Phoneme perplexity is a more
appropriate measure of task di�culty.

PP = (word perplexity)
1

average length of words

If we constraint more on the possibility of a phoneme
sequence, it will reduce the phoneme perplexity. Based on
this intuition, we �rst reduce the constraints on phoneme
sequences by splitting a word into its building blocks
and then increase constraints by concatenating the blocks
based on their frequency of occurrence as in Figure 1. In
order to reduce the phoneme perplexity, we ignore the con-
cept of words and convert the transcription of a speech
database into its basic unit sequence. Then, by concate-
nating frequently occurred unit sequence into a word-like
unit, we make a vocabulary which is optimized on a speci�c
task.
The summary of our algorithm is as follows.

1. Build a unit sequence of a transcription by converting
the words according to their sub-word unit sequences.
This sequence will be its pronunciation when a phone
is used as a basic unit, syllables when a syllable is used
as a basic unit and morpheme analysis result when a
morpheme is used as a basic unit.

2. Find a pair which has the highest frequency. When
more than one pair have the highest frequency, choose
the longest one in terms of its basic unit.

3. If the maximum frequency is less than a given thresh-
old, stop. Otherwise continue.

4. Concatenate the resulting pair into a word-like unit in
the transcription.

5. Go to 2.

After building a vocabulary from the training corpus,
we concatenate the phoneme sequence of the test corpus
into word-like units using the vocabulary generated from
the training corpus. This is performed by concatenating
longer units �rst.
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Figure 1. Merging basic units based on its fre-

quency. (a) Transcriptions in words. (b) Tran-

scriptions in basic units. (c) The most frequent

sequence is merged and becomes a new unit.

3. EXPERIMENTAL RESULTS

The Korean Spontaneous Scheduling Database(KSST)[4]
was used for this experiment. The database is the record-
ing of spontaneous dialogs between two people schedul-
ing a meeting. 300 dialogs were used for the training and
the remaining 38 dialogs were used for testing. The train-
ing corpus contains 3190 sentences and 8680 unique words.
This relatively large vocabulary is due to the Korean dia-
log structure which covers a broad range of topics even in
a simple scheduling dialog and is due to heavy verb con-
jugating and agglutinative characteristics of the Korean
language. Therefore, these facts leave space for optimiza-
tion.

training test
# dialog 300 38
# utterance 3190 477
# word 35595 6487
# syllable 102641 18324

Table 1. Text corpus

To measure perplexity, we use the CMU Statistical Lan-
guage Modeling Toolkit[7] and to perform recognition ex-
periments, the JANUS speech recognition system[3]. In
Experiment I, we use a phoneme as a basic unit and the
perplexity is decreased for training data but does not de-
crease as much for test data. The main reasons are due
to the fact small data size as well as the fact that convert-
ing a word into phonemes in Korean may result into very
small units without linguistic information that would exist
in the form of words. Therefore, in the next experiments II
and III we use bigger segments of a word such as syllable
and morpheme as basic units to preserve some linguistic
knowledge which may reside in a word form.

3.1. Using phonemes as basic units

In Figure 2, we show the perplexity versus vocabulary size
for the KSST task. The perplexity for the training corpus
converges with the increasing size of the vocabulary. For
the training data we achieved a similar perplexity at half
the size of the vocabulary. Most of the resulting word-like
units in the new vocabulary are morphemes and regular
words. However, for the KSST database the test set per-
plexity does not converge as well as training set due to the
small size of the training set.
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Figure 2. Perplexities (The size of vocabulary for

word bigram perplexity is 8680.)

3.2. Using syllables and morphemes as basic units

In experiment II, we use Korean syllables as basic units.
First, by converting words into their syllable sequences we
make a transcription represented in syllables. Then, we
merge the sequence of syllables which occurs frequently in
training corpus into a new pseudo word.
In experiment III, we used Korean morphemes as basic
units. First, by converting words into their morpheme
sequences we make a transcription represented in mor-
phemes. Then, we merge the sequence of morphemes which
occurs frequently in the training corpus into a new pseudo
word.

In Figure 3, we show the bigram and trigram phoneme
perplexities of syllable-based optimization and morpheme-
based optimization with those of the normal word case.
Perplexities converge in all cases. The reason that the
graph ends near 6000 is that we can't �nd any sequence
which has higher frequency than the threshold at that
point due to the small size of corpus.

syllable,bigram 

morpheme,bigram 

syllable,trigram

morpheme,trigram

word,bigram     

word,trigram    

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
1.5

2

2.5

3

3.5

4

P
ho

ne
m

e 
P

er
pl

ex
ity

Vocabulary Size

Figure 3. Training set perplexities



In Figure 4, the perplexities tend to increase as the vo-
cabulary size increases even though in Figure 7 the per-
formance increases as the vocabulary size increases before
over-optimization of the vocabulary. This perplexity in-
creasement can be viewed as the result of over-training of
the vocabulary and the indirect relation between the per-
plexity and the performance of a recognition system.
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Figure 4. Test set perplexities

In Figure 5, as the merging of basic units in the train-
ing transcription progresses, the training corpus vocabu-
lary covers less test corpus. But, in experiment II and
III these coverages are much higher than that of a normal
word vocabulary.
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Figure 5. Out of vocabulary rates

In Figure 6, the average length of the word-like units
are increased as we continue merging basic unit sequences
based on their frequencies. The point where the length
starts to saturate is the point where the perplexity start
to saturate in Figure 3 and the performance curve shows
the best result in Figure 7.
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Figure 6. Average length of units in terms of phone

Recognition experiments were done for the new opti-
mized vocabularies and language models derived from the
corpuses represented by that optimized word-like units.
The recognition system is trained by the transcriptions
represented by words. This may give preference to the
normal word case in recognition experiments. To see the
tendency of the proposed optimization algorithm, 24 ut-
terances are used for test experiments.

As you can see from Figure 7, the performance was best
when we used the conventional words as the units in the
search vocabulary. For the selection of basic units, mor-
pheme units are better than syllable units. The best per-
formance among morpheme derived vocabularies is 77.4%
which is similar to the performance of the word vocabulary
with only almost half of the size of the word vocabulary.
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Figure 7. Syllable recognition rates

Because the recognition results of a syllable based sys-
tem and a morpheme based system are syllables and mor-
phemes, we use syllable recognition rate as the measure



of the performance of each system to make a comparison
among systems possible. The syllable recognition rate is
calculated by a normal recognition result aligning proce-
dure after converting the reference transcriptions and the
recognition results into syllable sequences.

4. CONCLUSION

In this paper, we proposed a method to redesign the vocab-
ulary of a task to be optimized for speech recognition. In
general, a word is accepted as a basic unit of a speech recog-
nition system without suspicion. However, we show that a
word may not be the best solution for speech recognition
and a better word-like unit can be obtained by optimizing
the vocabulary using the perplexity criterion. Even though
the test corpus perplexity did not show as good result as
training corpus perplexity due to the small size of training
corpus, the training corpus perplexity showed that this ap-
proach may be an alternative to optimize the vocabulary
for a given task and in recognition experiments, it showed
similar performance with half size vocabulary than word
case. This approach will show good results in tasks where
the training data covers the domain well such as medium
sized human-computer interaction task with pre-de�ned
grammars.
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