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ABSTRACT

LPC based speech coders operating at bit riagdew
3.0kbits/secareusually associated withuzzy or metallic
artefacts in the synthetic speech. These are main
attributable to the simplifying assumptions maatmut
the excitation source, whiclare usually required to
maintain suchiow bit rates. In this paperreew LPC
vocoder is presenteahich splits theLPC excitation into
two frequencybands using a variableut-off frequency.
Thelower band is responsible for representihgvoiced
parts of speech, whilst the upper band represents unvoic
speech. In doing so tlewder’s performancduring both
mixed voicing speectand speech containingacoustic
noise is greatly improved, producingoft natural
sounding speech. The paper alstescribes new

guantised using one divo schemes, resulting in an
overall coded bit rate of 2.5 or 2.7 kbits/sec.

2. ENCODER

I

I¥igure 3 presents the schematic of the encoder. DC
rejected, high frequency pre-emphasised speech is
processed in 20ms frames. LPC parameters are
determined using a f0order Durbin’s algorithm which
are then quantised in tHeSF domain. The quantised
LPC parameterare therused to findthe LPC residual
ggpluired for determination ofhe excitation harmonic
amplitudes. Both thespeechsignal and the LPC
excitation are transformed into thieequency domain
using a 512 point FFT, (nothat thesetwo real FFT's
may be calculatedising one complex FFT in order to

parameter determination and quantisation techniques vitgduce complexity).

to the operation of this coder at such low bit rates.

1. INTRODUCTION

Many LPC based vocodenperating at bit rates of 3.0
kbits/sec and below employsimple excitation sources
consisting of quasi-periodic impul$mins duringvoiced
speech and gaussiamoise during unvoiced speech.
Whilst this may be sufficient fomaintaining speech
intelligibility, the syntheticspeech often sounds robotic
and thespeaker identity is lost. If thepeech quality
could be improved without significantly increasiting bit
rate then many new applications would open up,
spawning new products such\asce pagersand internet
telephony. Very lowbit ratespeech coderare also in
demand as companions ¥@eo compressiomlgorithms
for use in future mobile videophone systems.

This Split-Band LPC  Vocoder
guantisation techniques tefficiently encodethe LPC
parameters in th& SF domain, freeing bits which may
then beused to encodadditional information about the
excitation in order to improve thgpeech quality. The
excitation information is extracted by applying &WBE
[1] type analysis to theLPC residual, which ithen

uses vector,

Pitch analysis is performed in the spectral
domain using a modified version dhe algorithm
described by McAulay [2] which determingke pitch
period to half sample accuracylhe pitchfrequency is
the value ofwy which maximisesp(wy) in Equation 1,
whereE(w) is the exponentiallglecaying envelope of the
speech spectrum shown in Figure Al,and wy are the
magnitudesand frequencies of the local peaks in the
speech spectrumD(w-kay) is given by Equation 2 which
is non-zero only for the main lobe of the ‘sinc’ function.

p(00)= 3 E(koo) ] A (o, - ko, )] -3 E{ ko)
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D(w ~ keo,) = sind (2] ®)
This algorithm was further improved with regard to
robustness to noise by incorporating a furtle@ergy
based metric. All candidate pitch periods returned by
Equation 1were re-examinedsing Equation 3 anthose
whose value of(l) exceeded treblde minimumvalue of
¢(I) for all candidatesalues ofl (the candidate pitch
period), were rejected¢(l) is a function which measures

how much theRMS energy ofhe speech fluctuates as a
function of the window length used in the RMS



calculation. If thewindow length is equal to the pitch

period,then the variation is small argl) is also small. (p(lgs
An example of(l) is plotted in Figure 2 for four
consecutive speech framed.his combined scheme was 025
found to be highly reliable oall of thespeech material
tested, which is fundamental to the overaibder
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Figure 2: Energy Variance Vs Window Length

T zeak]Ean"pe E@) Pitch refinement is performed on tlspeech spectrum
peech

Spectrum using the method similar that described by Griffin [1]
and abinary voicing decision is performed for egehir

of harmonics using a technique similar to tABCO
scheme [3]. Finally the harmonic amplitudes are
. determined from the excitation spectrum, usivejghted
P spectral matchingand thelL.SF, pitch, voicing and

Frequency

Figure 1: Example of Spectral Peak Envelope excitation parameters are finally quantised and
transmitted to the decoder.
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Figure 3: Encoder Schematic
3. DECODER is the peak interpolatetPC spectrum sampled at the
harmonic frequencies, as shown in Figure Bhis also
Figure 5 shows the decoder schematic. =~ Once thghows the valley suppressing effect on the LPC spectrum.

parameters have been decodd#te harmonic excitation EH(i © )ﬂ-3
amplitudes aremodified to reduceéhe noise in the LPC a()=a()G—%0 (6)
valleys, thereby perceptually improvinghe coder oP(iwo)

performance. This is an alternative to usingmare The synthetic excitation is equal to the sum of the
traditional post-filtering technique gsroposed byChen unvoiced and voiced generator outputs. Thanvoiced
[4], howeverthis new methodnaintains a flat excitation generator is performed using FFT filtering, i.e. spectrally
spectrum.  The excitation amplitudes areodified shaping a random noisurce inthe frequency domain
according to Equation 6, wherél(iay) is the LPC according to the voicingand harmoni@amplitude
spectrum sampled at the harmonic frequeneiedP(icy) information, then transformingack tothe time domain.



The voiced excitation is generated by summing up eadfinally the overall spectral shaping is added to the
sinusoidal harmonic, scaled by thecoded harmonic excitation using an LPC synthesis filt®hose coefficients
amplitude as per Equation 7.L is the number of are linearly interpolated every 5ms.

harmonics in thékHz band, which is dependent upon the 0. . T Perceptually Enhanced LP Spectrum

pitch. a'(i)is the i perceptually modified amplitude. AN L Peak Interpolated Envelope P(i00,)
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Note that Equation 7does not indicate theise of
amplitude interpolatiorhoweverthis isperformed but has
been excluded frorthis discussion for simplicity. @(i) is

the phase of the fundamental given by Equation 8 which is
an integration of the fundamentdlequency w(i) (in
radians) which is linearly interpolatdzbtween frames if
the deviation is less than 20%. 0.0 -
0.0 10 2.0 30 40
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Figure 4: Effect of Perceptual Enhancing Process
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Figure 5: Decoder Schematic
5. QUANTISATION given by Equation 11. Thischeme greatly reduced the
“hoarseness” in the synthetic speech.
Although a voicing decision is performed for egudir of N\ _ NSl . .
i mi its avai a(i)= 3 o (I (p(v(D) (©)
harmonics the limited number of bits available for j=1

encoding forces us t@strict the voicing to adhere to the N 01 jsi

following rule: all harmonics up to a certdirequency are u(i)= Erl j>i (10)
declared voicedand thoseaboveare declaredinvoiced. b()=15 x= 07

This means that thevoicing information is now -

represented by a single frequency value witiah easily b(x)=10 x<0 (11)

be quantised using 3 bits.Previously, Yeldener [5] LSF quantisationwas performedising the Linked Split-
suggestedhe use of a voicing probability to determine th&/ector approach described by Kim [6] whichvitches
voicing frequency, given byhe ratio of the number ofbetween quantiser tables depending upon already
voicedharmonics to the total number of harmonics. Thiguantised LSF valuesThis gives good performanagsing
was found to give good performancegeneral,however 28 bitsandrequires only 448 words of storag&he LSF

in certain circumstances stronglgiced frequencies in thequantisation scheme is shown in Table 1.

mid-range of the spectrumvere incorrectly declared| LSF Group Comment Bits | Storage/words
unvoiced givingthe synthetispeech a hoarse quality. A 1&2 Switched 2x32 5 64

new single frequency voicinguantiser is defined by 3&4 Single 128 7 128
Equation 9 which takes into account the origispéech 5&6 Switched 2x64| 6 128
harmonic amplitudesu(j) and determines thevoicing 788 Switched 2x32| 5 64
frequency using a soft-decision proceg§) represents the 9&10 Switched 2x32| 5 64
unquantised harmonics voicing decisions, wheagies Total: | 28 448
1=voiced and -1=unvoiced. Additionally, another term Table 1: LSF Quantisation Scheme

was incorporated to give more weight to voiced harmonics,



The pitch and th&kMS value othe excitation harmonic Average | Maximum
amplitudes is quantised by a logarithmic scalar quantisér, Function MOPS MOPS
using 7 and 6bits respectively. Finallythe harmonic Encoder and Decoder 14.0 15.3
amplitudes normalised to thdRMS valueare quantised. Encoder Only 9.9 11.2
The first 8valuesare vector quantisedising 6 bits. The Decoder Only 4.1 4.4

remainder are assumed to be equal to unity in the Table 4: Split Band Vocoder Processor Cycle Estimation
2.5kbits/sec version. Alternatively, thaeye grouped into Finally thecoder was tested on speexmtainingacoustic
8 bandsand thervector quantisedising 4 bits for the noise (vehicle, gaussian, multiple talker). Although the
2.7kbits/sec version. The overall bit allocation SChemeﬂéckground noise was modified the coder, thepeech
presented in Table 2. retained its intelligibilityand talkeridentity. Very little

Version degradation was observed in the case of multiple talkers.
Parameter 2.5kbits/sec 2.7kbits/sec

LSF 28 28 7. CONCLUSION
Voicing Freq. 3 3

Pitch 7 7 A new LPC based vocoder was presentith hasbeen

Energy 6 6 shown to producdnigher quality speech at a biate of
1°'8 Harmonics 6 6 2.5kbits/secthan both the IMBE coder operating at

Excitation Shaping - 4 4.15kbits/secand theDoD 1016 CELP operating at

Total: 50 54 4.8kbits/sec. By splitting thepeech intovoiced and
Table 2: Bit Allocation Schemes unvoiced bands, both mixed voicing speesid speech
containing acoustic noiseould be reliably coded without

6. SIMULATION RESULTS introducing excessive “buzziness’into the synthetic

speech. Theoder'shigh subjective performance may be
Listening tests were performed onthe  high-leveldirectly attributed to improved parameter extraction
simulation, comparing the Split-BandPC Vocodertechniques which have been describedhis paper. The
againstDoD LPC10&], IMBE andDoD 1016 CELP [8]. coder's quantisation schemegere designedwith low
Individual tests were performed omale andfemale storage in mind, this combined with a full duplex
speech usingventy subjects.The results are presented imomputational requirement of 14.0 MOPS should enable
Table 3. Although thescoresare generalljower than implementation of both encodand decoder on a single
expected due tthe unfamiliarity of many of theubjects mainstream fixed point DSP device.
with low bit rate coders, the resultkearly indicate the
preference of the Split-Bangcoder over LPC10e, IMBE REFERENCES
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