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ABSTRACT

In this paper, we describe an approach to voice charac-
teristics conversion for an HMM-based text-to-speech
synthesis system. Since this speech synthesis system
uses phoneme HMMs as speech units, voice character-
istics conversion is achieved by changing HMM param-
eters appropriately. To transform the voice character-
istics of synthesized speech to the target speaker, we
applied MAP/VFS algorithm to the phoneme HMMs.
Using 5 or 8 sentences as adaptation data, speech sam-
ples synthesized from a set of adapted tied triphone
HMMs, which have approximately 2,000 distributions,
are judged to be closer to the target speaker by 79.7%
or 90.6%, respectively, in an ABX listening test.

1. INTRODUCTION

In general, it is desirable that speech synthesis systems
have the ability to synthesize speech with arbitrary
voice characteristics. Furthermore, for speech trans-
lation systems, considering that these systems will be

used by many speakers simultaneously, it is necessary
to reproduce speaker's voice characteristics to make lis-
teners possible to tell who is the speaker of the trans-
lated speech. From these points of view, we describe
an approach to voice characteristics conversion for an
HMM-based speech synthesis system.

We have proposed an algorithm for speech param-
eter generation from HMMs, and shown that using
dynamic features we can generate a smoothly varying
speech parameter sequence according to the statistical
information of static and dynamic features modeled by
HMMs [1][2]. We have also proposed an HMM-based
text-to-speech synthesis system using this algorithm
[3]. Since this system uses phoneme HMMs as speech
units, voice characteristics conversion is achieved by
transforming HMM parameters appropriately. In this
paper, we apply MAP/VFS algorithm [4]-[7], one of

the successful and widely used speaker adaptation tech-
niques, to the synthesis system to transform voice char-
acteristics from one speaker to another.

2. AN OVERVIEW OF THE HMM-BASED

TEXT-TO-SPEECH SYNTHESIS SYSTEM

A block diagram of the HMM-based speech synthesis
system [3] is shown in Fig. 1. The HMM-based speech
synthesis system consists of two parts; training part
and synthesis part. First, in the training part, mel-
cepstral coe�cients are obtained from speech database
by mel-cepstral analysis [8]. Dynamic features, i.e.,
delta and delta-delta mel-cepstral coe�cients, are cal-
culated from mel-cepstral coe�cients. Then phoneme
HMMs are trained using mel-cepstral coe�cients and
their deltas and delta-deltas.

In the synthesis part, an arbitrary text to be syn-
thesized is transformed into a phoneme sequence. We
construct a sentence HMM, which represents the whole
text to be synthesized, by concatenating phoneme HMMs
according to this phoneme sequence. From the sentence
HMM, speech parameter sequence is generated using
the algorithm described in the next section. By using
the MLSA (Mel Log Spectral Approximation) �lter [9],
speech is synthesized from the generated mel-cepstral
coe�cients directly.

2.1. Speech Parameter Generation from Con-

tinuous HMMs

In this paper, we assume that phoneme HMMs are left-
to-right models with single Gaussian output distribu-
tion for convenience.

Let o = fo1;o2; : : : ;oT g be the vector sequence of
speech parameter. We assume that the vector of speech
parameter ot at frame t consists of the static feature
vector ct and the dynamic feature vectors �ct, �

2
ct,

that is, o0

t = [c0

t;�c
0

t;�
2
c

0

t]
0. Dynamic features are
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Figure 1: Block diagram of speech synthesis system.

calculated from the static features as follows,

�ct =

PL1

�=�L1
�ct+�

PL1

�=�L1
� 2

; (1)

�2ct =

PL2

�=�L2
��ct+�

PL2

�=�L2
�2

: (2)

For a given continuous HMM �, the output speech pa-
rameter sequence c = fc1; c2; : : : ; cT g is obtained by
maximizing P (q;oj�; T ) with respect to state sequence
q and parameter sequence c under the constraints of
equations (1) and (2), that is, dynamic features and
their output probabilities are determined by the gener-
ated speech parameter sequence c [1][2].

3. SPEAKER ADAPTATION USING A

MAP/VFS ALGORITHM

To convert voice characteristics of synthesized speech
to those of the target speaker we adapt the phoneme
HMMs used as speech units (Fig. 1). By adapting
phoneme HMMs, generated speech parameters become
closer to the target speaker. As a result, voice char-
acteristics of synthesized speech become closer to the
target speaker.

We applied MAP (maximum a posteriori) estima-
tion [4][5] and VFS (Vector Field Smoothing) algorithm

[6][7] to adapt HMMs. MAP estimation and VFS algo-
rithm are carried out sequentially for each adaptation
data. These algorithms are described brie
y in the fol-
lowing.

3.1. MAP Estimation

A feature of MAP estimation [4][5] is that the train-
ing incorporates prior information of model parameters
and new incoming training data into estimated parame-
ters. This is e�ective to the problem of limited training
data in adaptation.

Let � and U be the mean vector and covariance
matrix of the output probability distribution, respec-
tively. For given training samples x = fx1; : : : ;xT g,

the new mean vector �̂ and covariance matrix Û are
estimated as follows [5],

�̂ =
��+

PN

i=1 xi

�+N
; (3)

Û =

PN

i=1 xixi
0
� (�+N)�̂�̂0 + �

�
U + ���0

� +N
; (4)

where � and � are constants which control the in
u-
ence of prior information. According to [4], � is deter-
mined based on the number of samples. However, in
this paper, we determined � experimentally in a similar
manner to [5]. We apply the MAP estimation to ini-
tial models as follows; (1) for a given adaptation data,
HMMs are aligned using Viterbi algorithm to segment
data samples, and (2) new means and covariances are
estimated using samples associated to the states.

3.2. VFS algorithm

Since MAP estimation is carried out with very few
data, there are many states which have no adaptation
data and remain being untrained. Furthermore, MAP
estimated parameters are unreliable because of insu�-
cient training data. Therefore, we applied VFS algo-
rithm [6][7] to interpolate new parameters of untrained
distributions, and to smooth estimated parameters of
MAP trained distributions.

3.2.1. Interpolation

Let GK denotes the group of K nearest-neighbor dis-
tributions which are trained using MAP estimation.
Interpolated mean vector and covariance of i-th un-
trained distribution, ~�i and

~U i, are calculated as fol-
lows,

~�i =

P
j2GK

wij(�̂j � �j)
P

j2GK
wij

+ �i; (5)
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(a) Spectra generated from MHT models(initial speaker).
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(b) Spectra generated from adapted models (adapted using 2 sentences).
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(c) Spectra generated from adapted models (adapted using 5 sentences).
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(d) Spectra generated from adapted models (adapted using 8 sentences).
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(e) Spectra generated form MMY models(target speaker).

Figure 2: Generated spectra of the sentence \/h-i-g-a-k-u-r-e-r-u/"

~U i =

P
j2GK

wij(Û jU
�1

j )
P

j2GK
wij

U i; (6)

wij = exp(�d2ij=s); (7)

where covariance matrices are assumed to be diago-
nal. In (5) and (6), �j and U j represent the initial
mean vector and covariance matrix of j-th distribu-
tion, �̂j and Û j represent the trained mean vector and
covariance matrix of j-th distribution using MAP es-
timation, respectively. We denote weighting for the
neighboring transfer vector and matrix as wij , which
is calculated by (7) where dij is Euclidean distance be-
tween mean vectors of i-th and j-th distributions and s

is the smoothing parameter for adjusting the in
uence
of neighboring distributions.

3.2.2. Smoothing

MAP estimated parameters are smoothed to increase
those reliability. Smoothed mean vector and covariance
matrix of i-th MAP trained distribution, ��i and

�U i,
are calculated in the same manner to interpolation as

follows,

��i =
(�̂i � �i) +

P
j2GK

wij(�̂j � �j)

1 +
P

j2GK
wij

+ �i; (8)

�U i =
(Û iU

�1

i ) +
P

j2GK
wij(Û jU

�1

j )

1 +
P

j2GK
wij

U i: (9)

4. EXPERIMENTS

The e�ectiveness of speaker adaptation for the HMM-
based speech synthesis system was evaluated through
ABX listening tests. We used phonetically balanced
503 sentences from ATR Japanese speech database for
training and adaptation. Speech signals were windowed
by a 25.6ms Blackman window with a 5ms shift, then
mel-cepstral coe�cients were obtained by mel-cepstral
analysis [8]. The feature vectors consisted of 16 mel-
cepstral coe�cients including the 0-th coe�cient, and
their delta and delta-delta coe�cients. We set L1 =
L2 = 1 in equations (1), (2).
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Figure 3: Results of ABX listening tests.

We used 5-state left-to-right triphone models with
single Gaussian diagonal output distribution. In the
database, there exist 3,518 distinct triphones. We also
used two sets of tied triphone models which have ap-
proximately 2,000 and 1,200 distributions respectively
(the set of triphone models have more than 17,000 dis-
tributions). Quality of synthesized speech from tied tri-
phone HMM sets is comparable to that from triphone
HMM sets (see [3]). HMMs were trained using 503
sentences uttered by a male speaker MHT (we denote
these models as MHT models) and adapted using �rst
2, 5, and 8 sentences uttered by another male speaker
MMY (adapted models). We also trained HMMs using
503 sentences uttered by MMY (MMY models) to com-
pare with the adapted models. We set the parameters
for MAP estimation as � = 15 and � = 50, and set
the number of nearest-neighbor K = 5 and smoothing
factor s = 10 for VFS algorithm.

4.1. Generated Spectra

Fig. 2 shows spectra of a Japanese sentence \/h-i-g-a-
k-u-r-e-r-u/" generated from tied triphone HMM sets
which have approximately 2,000 distributions. From
Fig. 2, it can be seen that the spectra generated from
adapted models are getting closer to those from MMY
models as the number of adaptation data increases.

4.2. ABX Listening Tests

ABX listening tests were conducted for speech syn-
thesized from adapted models. Subjects were 7 males
and 1 female. In these tests, 4 sentences, which were

di�erent from adaptation data, were synthesized and
tested, where pitch contours were extracted from nat-
ural MHT's speech.

Fig. 3 shows the results of the listening tests. Hor-
izontal axes represent the rates that speech samples
from adapted models were judged to be closer to that
from target models. Fig. 3(a) is the result for triphone
models, and (b) and (c) are the results for tied triphone
models. From these results, it can be seen that 5 or 8
sentences are su�cient to adapt HMMs, and that the
required amount of data to adapt models decreases as
the number of distributions decreases.

5. CONCLUSION

In this paper, we described an approach to voice char-
acteristics conversion for the HMM-based text-to-speech
synthesis system using MAP/VFS algorithm, and showed
that we can easily vary voice characteristics by adapt-
ing HMM parameters to the target speaker. From the
results of experiments, we have seen that a few sen-
tences are su�cient to adapt HMMs from one speaker
to another.
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