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ABSTRACT

Temporal decomposition (TD) is an e�ective technique to

compress the spectral information of speech through or-

thogonalization of the matrix of spectral parameters lead-

ing to an e�cient rate reduction in speech coding appli-

cations. The performance of TD is function of the pa-

rameters used. Although \decomposition suitability" of a

parameter set is typically de�ned on the basis of \phonetic

relevance" criterion, it can not be directly used in speech

coding. Instead, quality evaluation of reconstructed speech

is more appropriate. In this paper, we extend our earlier

work in this area and attempt to assess several \popular"

spectral parameter sets from the viewpoint of decomposi-

tion suitability in very low-rate speech coding using para-

metric, perceptually-based spectral, and energy distance

measures.

1. INTRODUCTION

Temporal decomposition (TD) [1] is a method to model

the phonemic evolution of speech on the basis of a time

sequence of spectral parameters. The phonemic evolution

is represented by a number of time-overlapping compact

functions, called target or event functions, which are inter-

preted as physical representations of speech acoustic events

[1].

TD uses a matrix of spectral parameters, Y, to extract

the corresponding matrix of event functions, � [1]:

Y = A�; (1)

where Y is the pxN matrix of parameters, � is the

mxN matrix of event functions, A is the pxm matrix of

weightings and N , p, and m represent the total number of

frames, number of parameters considered, and the number

of events extracted from the speech segment, respectively.

To �nd � and A, we need to decompose Y through or-

thogonalization. Such a decomposition is performed in two

stages. First, the locations of event functions are detected

using Singular Value Decomposition (SVD), and second,

the event functions are re�ned through an iterative algo-

rithm which minimizes the distance (or error) between the

estimated and the original parameter sets [1].

Having re�ned the � matrix, the matrix of spectral pa-

rameters can be approximated using the A matrix as:

Ŷ = A�; (2)

We have shown earlier [3] that event functions can be ap-

proximated by �xed-width (�) Gaussian functions. With

such an approximation, we only need the event locations

to place the Gaussian functions. Therefore, the event re-

�nement stage, which is a time-consuming task, can be

eliminated and equation (2) changes to:

Ŷ = A	; (3)

where Ŷ is the matrix of estimated parameters and 	

is the matrix of approximating functions whose (k,n) ele-

ments are given:

 k(n) = exp(�(n� nc)
2
=2�

2
); (4)

which are non-zero only in the interval assigned to the

segment for which nc is the central frame index (n : frame

index).

Equations (2) and (3) lead to a TD-based very low-rate

speech coding system where spectral information is con-

veyed by matrix A, which is much smaller in size than

matrix Y [1,3].

As evident from the above, the performance of TD relies

basically on the temporal characteristics of the spectral

parameters used; this performance has been discussed by

several researchers [1,2,4]. However, only in [2] that a com-

parative study is performed, in which 9 di�erent parameter

sets have been compared through phonetic relevance eval-

uation and parametric distance measurement which can

not be directly used in very low-rate speech coding for

two major reasons. First, no speech quality test has been

carried which is of crucial importance in speech coding

applications. Second, some spectral parameter sets, such



as Cepstrum coe�cients, and di�erent combinations of pa-

rameter sets (in event detection and speech synthesis) have

not been considered while they have been reported to en-

hance the performance [4].

In this paper, we discuss the impact of several parameter

sets on speech quality, in TD-based speech coding, from

aspects which are related to subjective evaluation of recon-

structed speech. To do this, we compare 7 parameter sets

using three distance measures: parametric, spectral, and

short-time energy, in TD-based coding with both original

and Gaussian approximated event functions [3].

2. DISTANCE MEASUREMENT

As mentioned earlier, we have considered in this work three

distance measures, parametric distance (dp), perceptually-

based spectral distance (ds) using a Bark-scaled �lter-bank

[2,5], and energy distance (de) [6] de�ned as follows.

dp(n) = [

pX

i=1

jpar1i(n)� par2i(n)j
2
]
1=2

(5)

where n is the frame index, p is the number of parame-

ters for each frame, and par1(n) and par2(n) are the orig-

inal and the estimated LAR parameters at frame n, re-

spectively. The main advantage of LAR-based parametric

distance measure is that it is quite close to the popular

log-likelihood distance measure [7].

ds(n) =

15X

k=1

jP1k(n)� P2k(n)j (6)

where P1k(n) and P2k(n) represent the power of the orig-

inal and synthesized speech at the k-th �lter output of

Bark-scaled �lter-bank, respectively.

de(m) = jlog[E1(m)]� log[E2(m)]j (7)

where m is the index of the short-time window applied

to speech to compute the short-time energy, E1 and E2

are relative energy (with respect to peak energy of the

utterance) of the original and synthesized windowed speech

signals, respectively.

The rationale to include short-time energy distance met-

ric is to detect temporal distortion which would not be

detected by spectral metrics. Such a distortion may a�ect

durational information which is important in both intelli-

gibility and naturalness [8].

Note that we did not use this energy information with

other distance measures, based on previous �ndings [6].

We rather preferred to have each distance function consid-

ered independently.

Categorizing Di�erent Distances

Distance measures, as time functions, basically quan-

tify certain di�erences between reconstructed and original

speech signals within short intervals (frames or segments).

So, the mean of each distance function gives a global mea-

sure of distortion associated with the reproduced speech,

which can be used as an objective criterion of speech qual-

ity in most coding systems.

But, such a global measure, regardless of the type of dis-

tance function used, may not conform with the amount of

subjective distortion in phonetically-based systems, due to

di�erent emphasis on di�erent parts of speech. Therefore,

in this work, we categorize the metrics, based on the class

of the signals being analyzed, into four measures as mean-

distances at: event locations, voiced parts, unvoiced parts,

and v/uv (voiced/unvoiced) transitions, de�ned below.

Assuming d(n) as the distance function (n = frame in-

dex), we de�ne devent, dvoiced, dunvoiced, and dvuv for the

abovementioned distances respectively. devent is the mean

of distances at location of events, excluding events whose

centroids are within �15 msec from v/uv transitions. This

ensures that devent mostly corresponds to the events lo-

cated at steady points. devent is then computed from av-

eraging d(n)'s at event centroids (three frames for each

event):

devent =
1

3Nv

N
vX

k=1

t(k)+1X

i=t(k)�1

d(i) (8)

where t is the vector whose elements are indices of frames

associated with selected events and Nv is its size.

dvoiced is equal to the mean of distances related to voiced

parts, excluding the portions within�15msec around v/uv

transitions. Similarly, dunvoiced is obtained from averaging

d(n) over unvoiced parts, again excluding v/uv transitions

and their neighbors within �15 msec.

Finally, dvuv is given as:

dvuv =
1

3Nvu

NvuX

k=1

u(k)+1X

i=u(k)�1

d(i) (9)

where u is the vector whose elements are indices of v/uv

transitive frames and Nvu is its size.

3. PARAMETER SETS

We used 7 di�erent parameter sets: LPC (Linear Predic-

tive �lter coe�cients), K (re
ection coe�cients in an LPC

model), A (Area parameters in tube model), LA (Log-

Area), LAR (Log-Area-ratio), Cepstrum, and BF (Band

Filter parameters [2]), in event detection. To synthesize

speech, we used two parameter sets, LA and LAR as syn-

thesis sets, to avoid possible instability [2,7]. The synthesis

sets are also used in event re�nement as described in sec-

tion 1, where original events are used (see below).

In total, we conducted 21 experiments in 3 groups (each

composed of 7 experiments) for each speech utterance as

follows. In the �rst group, we used the abovementioned

sets to detect event functions by TD technique and used

LA parameters to re�ne the events and to synthesize speech.

For the second group, we used LAR parameters in event



re�nement and speech synthesis. Finally, in the last group,

we used the same 7 parameter sets to determine event lo-

cations and approximated events by a �xed Gaussian func-

tion with � = 40 msec. As noted in section 1, with Gaus-

sian approximated events, the re�nement stage is elimi-

nated. So, the synthesis set does not a�ect the TD per-

formance which leads to have only 7 di�erent experiments

for this case.

In all experiments, 10 parameters for each frame, ex-

cept for BF parameters, were computed and used for both

event detection and speech synthesis and an LPC model

was used to reconstruct the speech signals.

4. EXPERIMENTAL RESULTS

The global mean of the distance functions are shown in
Table 1 and Table 2 using original and Gaussian events,
respectively. dp represents the global mean of parametric
distance. ds and de, spectral and energy distance mea-
sures, are global means normalized with respect to the
maximumvalue energy function across the utterance. Each
row shows the results obtained using a given combination
of parameters for detection and synthesis. Also, to make
the results easily comparable, distance values of each dis-
tance function are ranked with a number (in Bold), where
a smaller number represents a lesser distance.

No. Parameter

Sets dp ds de

1 LA - LA 1.540-8 1.447-10 .943-10

2 LAR - LA 1.068-9 1.461-11 .941-9

3 LPC - LA 1.107-12 1.470-13 .972-12

4 K - LA 1.088-11 1.462-12 .954-11

5 A - LA 1.165-13 1.472-14 1.022-13

6 CEP - LA 1.081-10 1.437-8 .922-8

7 BF - LA 1.396-14 1.441-9 1.048-14

8 LA - LAR .696-1 1.288-3 .630-2

9 LAR - LAR .785-2 1.296-4 .648-3

10 LPC - LAR .840-6 1.316-6 .652-5

11 K - LAR .828-5 1.297-5 .649-4

12 A - LAR .990-7 1.324-7 .753-7

13 CEP - LAR .804-3 1.271-1 .608-1

14 BF - LAR .827-4 1.287-2 .656-6

Table 1. Parametric, spectral, and energy global dis-
tances with original events and di�erent parameter sets.

No. Parameter

Sets dp ds de

1 LA 1.336-5 1.474-3 1.995-3

2 LAR 1.241-1 1.453-2 1.983-2

3 LPC 1.328-4 1.487-4 2.004-5

4 K 1.262-2 1.480-5 2.035-4

5 A 1.389-6 1.499-6 2.063-6

6 CEP 1.317-3 1.479-1 1.933-1

7 BF 1.577-7 1.485-7 2.077-7

Table 2. Parametric, spectral, and energy global dis-

tances using Gaussian events and di�erent parameter sets.

set
v/uv

LAR

LAR

CEP

CEP

Mean(p)

Events

Gaussian

Original

Parameter Event
centroids parts

Voiced
parts

Unvoiced
changes

.79 1.08

.82

.79

.71

.78

.83

.88

.79

.81

.83

1.25

1.19

1.12

1.16 1.27

1.41

1.34

1.20

1.14

a. Parametric

set
v/uv

LAR

LAR

CEP

CEP

Events

Gaussian

Original

Parameter Event
centroids parts

Voiced
parts

Unvoiced
changes

1.46

1.47

1.26

Mean(s)

1.16

1.19

1.13

1.18

1.44

1.44

1.45

.28

.26

.30

.30

.28

.51

.50

.54

.53

.52

b. Spectral

set
v/uv

LAR

LAR

CEP

CEP

Events

Gaussian

Original

Parameter Event
centroids parts

Voiced
parts

Unvoiced
changes

.73 .48

.70 2.03 1.10Mean(e)

2.09 1.05

.71 .49 2.05 1.09

1.081.99.51.71

.67 .48 2.00 1.18

.49

c. Energy

Table 3. Normalizedmodi�ed distances for di�erent classes

of speech signals using LAR and Cepstrum parameters as

detection sets.

Tables 3a-3c indicate modi�ed distance measures described

in section 2, extracted from parametric, spectral, and en-

ergy distance functions respectively, for LAR and Cep-

strum parameters as event detection sets. The values in

these tables are normalized with respect to the globalmean

of the corresponding distance function. So, a value less

than 1 for a particular class of speech shows low sensitiv-

ity of the corresponding distance function to that class of

signals and vice versa. In other words, the values repre-

sent the sensitivity of the distance functions to di�erent

classes of signals, leading to better interpretation of the

global mean (see section 5).

Figures 1 shows original and Gaussian event functions

and reconstructed speech waveforms using Cepstrum co-

e�cients in event detection and LA parameters in event

re�nement and speech synthesis, for the utterance /she

had your dark suit/.

5. DISCUSSION

The �rst important observation from Table 1 is the supe-

rior performance of LAR parameter set in event re�nement



Cepstrum (Gaussian)

Cepstrum (Original)

Figure 1. From top: Gaussian approximated and origi-

nal events, original speech, and reconstructed speech using

original and Gaussian events, respectively. Event locations

are marked on the original speech waveform.

and speech reconstruction compared to LA's, based on all

three distance metrics used in our experiments.

Suitability of LAR in speech synthesis or, in fact, in event

re�nement, is not equivalent to its performance in event

detection. As seen in Table 1, the combination LA-LAR

gives the best rank in parametric distance measurement

while the best rank in the other two metrics is obtained

with the CEP-LAR combination. In other words, the com-

bination of two sets in event detection and event re�ne-

ment, designates the performance of the method in a cer-

tain metric space.

Another important inference from the experiments is in

the performance of di�erent metrics. As seen in Tables 3a-

3c, parametric distance measure is more sensitive to un-

voiced and v/uv changes than voiced and event locations,

which means that the global mean of this metric is consid-

erably a�ected by distortion at unvoiced and v/uv transi-

tions. This clearly shows that such a distance metric does

not re
ects the \most important" parts of distortion which

correspond to event locations and voiced speech as most

signi�cant distortions in subjective assessment of intelligi-

bility and naturalness. Indeed, Parametric distance shows

the \closeness" of the approximated parameters set to the

original set, which is not necessarily equivalent to syn-

thesized speech \goodness" in a phonetically-based coding

system, due to non-uniform importance of speech sounds

in quality assessment [3,8].

Conversely, spectral distance measure is very sensitive to

event locations and voiced parts which shows its suitability

in quality assessment in comparison with parametric dis-

tance measure in phonetically-based coding. Such a result

also resolves the con
ict encountered in [2] between the

parametric distance measure and phonetic relevance test

of speech reconstructed using BF and LA parameters as

detection sets (compare values of dp and ds at rows 1 and

7 in Table 1 where ds conforms with phonetic relevance

test but dp does not).

Nevertheless, our informal quality assessment shows that

even spectral distance measure is not equivalent to sub-

jective quality test in certain conditions. Indeed, certain

temporal information, which is considered in subjective

tests, is lost with such a measure. The problem mostly

appears when Gaussian events are used and speech qual-

ity degrades due to palpitation e�ect [3]. Such a distortion

is better re
ected by energy distance measure as indicated

in Tables 1 and 2 (compare the ratios of relevant de values

in two tables to those of dp ds). Energy distance measure,

although is not suitable to indicate the quality as a unique

measure (see Table 3c), it can be used as a complementary

to spectral distance measure in some conditions.

6. CONCLUSION

In this paper we have compared 7 di�erent parameter sets

as detection sets in TD-based speech coding, from the

viewpoint of reconstructed speech quality. We have used

three di�erent distance metrics (parametric, perceptually-

based spectral, and energy), as objective speech evaluation

measures. Based on our experiments, Cepstrum, BF, and

LA parameters were found to be the best sets in TD for

event detection, while LAR parameters are used in event

re�nement and as synthesis set in speech reconstruction.
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