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ABSTRACT

This paper uncovers relations between the topics men-

tioned in the title, relations that we believe to have

gone nearly unnoticed so far. More precisely, we show

that four often studied problems in signal processing,

spectrum analysis, information theory, and computing

are closely related or even equivalent in a certain sense

(if one of them can be solved, so can any of the others,

and using essentially the same algorithms). The prob-

lems are (i) a nonlinear band-limited �nite-dimensional

interpolation problem (ii) the problem of estimating

a signal that is the superposition of a �nite number

of harmonics (iii) an error-control coding problem in

the real �eld, and (iv) certain techniques that occur in

algorithm-based fault tolerant computing. The advan-

tages of recognizing these problems as equivalent are

obvious: the techniques commonly used in one �eld

can be imported to the others, the duplication of re-

search e�orts is prevented, and the overall degree of

understanding of the four problems increases. New al-

gorithms are suggested as a result of these investiga-

tions.

1. NOTATION

The complex n-dimensional space, with the usual inner

product and norm, is denoted by C n . A signal is a

n-dimensional complex vector x, with components, or

samples, x(0); x(1); : : : ; x(n � 1). The Fourier matrix1

F is the n�n matrix whose elements Fab are given by

Fab = e�j
2�

n
ab;

where j denotes the imaginary unit. The discrete Fourier

transform (DFT) of x, denoted by x̂, is de�ned by

x̂ = Fx. A signal x is band-limited if a subset of the

samples of x̂ vanish, and is low-pass if the nonzero DFT
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samples are 0;�1;�2; : : : ;�m, for some m such that

2m+ 1 < n.

2. THE FOUR PROBLEMS

The interpolation and extrapolation of �nite-dimensional

band-limited signals, using the Papoulis-Gerchberg it-

eration or similar methods, is the subject of [1{3], for

example. The algorithms studied in those works oper-

ate on the entire data record, in contrast to the min-

imum dimension methods, which reduce the interpo-

lation problem to a linear set of equations with as

many equations as there are unknowns, and which can

then be solved iteratively or noniteratively. There are

two classes of such methods: the frequency-domain

[4{6] and the time-domain [7{10] methods. It has been

shown [11,12] that these two approaches are, in a cer-

tain sense, the dual of each other.

These methods share one characteristic: the posi-

tions of the unknown samples are assumed to be known.

In practice, this is not always the case, and the follow-

ing problem arises.

Problem 1 To simultaneously determine the number,

positions and correct amplitudes of the incorrect sam-

ples of a band-limited signal corrupted by impulsive noise.

We now consider the problem of algorithm-based fault

tolerant computing, which has been addressed by sev-

eral authors [13{16]. A commonly used technique is

to add checksums to the data. In the real �eld, these

checksums can be replaced by the average value of the

data. Weighted checksums have also been used to ex-

tend the error-correcting capabilities. This problem is

a special case of the following general problem.

Problem 2 Given a possibly corrupted subset of data

samples, and a subset of the samples of a discrete or-

thonormal transform of the data (such as the DFT),

determine the data.



Note that the �rst sample of the DFT of the data

x̂(0) =

n�1X

k=0

x(k)

is proportional to the average of the data (the check-

sum). Any other DFT samples that might also be

known constitute weighted checksums, that may help

in determining the data after the occurrence of errors.

Clearly, transforms other than the DFT might also be

used for this purpose.

We now turn to the following spectrum analysis

problem.

Problem 3 Given a subset of the samples of a signal,

which is known to consist of a linear combination of

harmonics of unknown frequencies and amplitudes,

x(t) =

rX

k=1

ai e
�j2�fkt

determine the signal.

This problem is well-studied, and many methods have

been proposed to solve it [17, 18]. The fourth and last

problem that we consider is the following.

Problem 4 The error-control problem in the real �eld:

devise a coding procedure capable of locating and cor-

recting up to a certain number of errors in a �nite-

length block of real numbers.

A technique that is commonly used is equivalent to the

following: pad the block of k data words with n � k

zeros, and take a IDFT of length n. The n words are

then transmitted, and at the receiving end a DFT of

length n is taken. The n � k words that were zero-

padded (the syndrome) are a window over the spectrum

of the error signal. The problem is how to use this

information to recover the error signal itself.

3. DISCUSSION

The four problems just described turn out to be closely

related or even equivalent. Surprisingly, these connec-

tions do not seem to be widely recognized. An ex-

ception is perhaps problem 1 and 4 | see [19] and

references therein.

3.1. Problem 1 and 2

These are equivalent problems, as we now show. Let x

be the data vector, and denote by V = fi1; i2; : : : ; ipg

the indexes of the known samples of its DFT x̂. In prob-

lem 2 we are given the possibly corrupted data vector

x, and the x̂(i1); x̂(i2); : : : ; x̂(ip), whereas in problem 1

we are given just the corrupted data vector x. How-

ever, the hypothesis of x being band-limited implies

that a known subset of the samples of x̂ has zero value.

This set plays the role of x̂(i1); x̂(i2); : : : ; x̂(ip) in prob-

lem 2. The only di�erence is that, in the band-limited

case, the known DFT samples are zero: x̂(ik) = 0 for

all ik 2 V .

3.2. Problem 1 and 3

These two problems are the dual of each other2. To

see this, denote by U = fi1; i2; : : : irg the positions of

r incorrect samples of a band-limited signal x with a

total of n samples. Let e be the error signal e = x� y,

where y is the observed signal, which coincides with

x except for the samples whose indexes belong to U .

Thus, ek = 0 for all k =2 U . Typically, r, the cardinal

of U , is much less than n, that is, the error vector e is

sparse.

Let x be band-limited, with p zero harmonics. Then,

the DFT of y contains exactly p samples of the DFT

of e. For example, if x is low-pass with 2m+1 nonzero

harmonics, then the samplesm+1 through n�m�1 of

y are equal to the corresponding samples of e. But then

problem 1 can be rephrased as follows: given a subset

of p samples of the DFT ê of e, estimate e. Since ê is

given by

ê(i) =

rX

k=1

e(ik) e
�j 2�

n
iki;

this shows that the problem is equivalent to the prob-

lem 3 (set t = ik=n), if the time and frequency domains

are interchanged. We say that the two problems are the

dual of each other.

3.3. Problem 1 and 4

The connection between problem 1 and certain topics

in information theory (error-control codes in the real

�eld) has been noted before, but does not seem to be

widely known in the signal processing community. Spe-

ci�c algorithms have been suggested to solve this prob-

lem; we refer to the method described in [20], which

is able to correct a single error, and to [19], for the

correction of multiple errors.

4. CONSEQUENCES

The previous observations have several immediate con-

sequences. In this summary we o�er one example: a

new iterative method to solve problem 1, based on a

2The term \dual" is used here in the sense explained in [11,12].



discrete-discrete version of the Papoulis-Chamzas non-

linear iteration, originally proposed to solve a problem

similar to problem 3 but in L2. Since problem 1 is

equivalent to problems 2 and 4, the same algorithm

can be applied to solve any of these problems.

Denote by U = fi1; i2; : : : itg the positions of t in-

correct samples of a band-limited signal x with a total

of n samples. Let e be the error signal e = x � y,

where y is the observed signal, which coincides with

x except for the samples whose indexes belong to U .

Thus, ek = 0 for all k =2 U . Typically, the cardinal of

U is much less than n, that is, e is unknown but sparse.

Let x be band-limited, with p zero harmonics. Then,

the DFT of y contains exactly p samples of the DFT

of e. This observation, and the sparse character of e,

suggests the following iterative algorithm.

Initialize ĝ with zeros (for example).

For i = 1; 2; : : : ; k do

Insert the known samples of ê into ĝ.

Inverse Fourier transform: g = F�1ĝ.

Select a threshold L.

For j = 0; 1; : : : ; n� 1 do

if jgj j < L then

jgj j = 0.

endif

endfor

Fourier transform: ĝ = Fg.

endfor

The theoretical maximum number of errors is one

half the number of redundant (known) DFT samples.

Note that the total number of unknowns is 2r, where

r is the number of unknown samples, because both the

indexes and values of the samples are unknown.

The performance of the algorithm is quite satisfac-

tory under certain conditions. Generally speaking, it

works very well (that is, a good approximation is avail-

able after 10 to 20 iterations) if the number of errors is

substantially below the theoretical maximum, or if the

errors are not contiguous, or if there is enough oversam-

pling (redundancy). Some of these limitations are not

due to the algorithm itself but to the characteristics of

the problem (the band-limited interpolation problem

is ill-posed when the unknown samples are contigu-

ous [3, 3, 10, 21]). Experimental evidence shows that

the algorithm o�ers advantage when compared with

the nonlinear method proposed in [19].

5. CONCLUSION

We examined four problems that arise in signal process-

ing, algorithm-based fault tolerant computing, spec-
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Figure 1: Error evolution plotted against the number

of iterations. Interpolation of a signal with eight errors

in unknown locations.

trum analysis, and information theory (error-control

coding in the real �eld). These problems were shown to

be closely related (in fact, they are either equivalent or

dual). The advantages of recognizing this are obvious:

the techniques commonly used in one �eld can be im-

ported to the others, the duplication of research e�orts

is prevented, and the overall degree of understanding of

the four problems increases. New algorithms were sug-

gested based on the comparative study of these prob-

lems.
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