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ABSTRACT

An algorithm for automatic, noise robust segmentation
of moving objects in image sequences is presented.
Such algorithms are required for object–based coding
techniques like the upcoming ISO/MPEG–4 standard.
In a first step, a mask of changed image areas is esti-
mated by a local thresholding relaxation technique.
Then, areas of uncovered background are removed
from this mask, taking into account an estimated dis-
placement vector field. The resulting object mask is
finally improved by applying a greylevel edge adapta-
tion and an object mask memory. The algorithm is
compared to a global thresholding technique which is
known from the literature. Experimental results show
the improvement of the estimated object masks.

1. INTRODUCTION

For the coding of image sequences at very low bit rates,
standardized blockbased hybrid coding techniques
[4][8] are transmitting texture and motion information
in order to minimize the required transmission bit rate
at a specific image quality. However, within the area of
object–based analysis–synthesis coding [5][7][11]
[12] it has been shown that also shape information with
respect to arbitrarily shaped moving objects in the cap-
tured scene can be used to improve the coding efficien-
cy. Moreover, the upcoming ISO/MPEG–4 standard
[9][13] considers such shape information not only for
the coding efficiency but also to allow for the so–called
content based functionalities.

Current methods for segmentation and shape estima-
tion of moving objects in video sequences are based on
thresholding the luminance difference image of two
successive frames by using a global threshold. Such a

segmentation technique is described in [6] and shall be
used as a reference. However, these algorithms are
firstly not accurate enough, i.e. the estimated bound-
aries of moving objects deviate from the real object
boundaries. Secondly, due to the global thresholding,
these algorithms are very sensitive against noise, lead-
ing also to deviations in the estimated boundaries or
even to false detection of objects.

In this paper, a more accurate, noise robust segmenta-
tion and shape estimation method is presented. There-
fore, the segmentation method described in [6] is ex-
tended by a local adaptive thresholding technique for
the detection of changed image areas which was pro-
posed in [1][2]. Furthermore, in order to get more time
coherent segmentation results, a memory for the
change detection mask is applied. Finally, the bound-
aries of the resulting object regions are adapted to grey
level edges of the current luminance image in order to
improve the accuracy of the estimated object shape.
So, assuming non–moving background, a segmenta-
tion of each frame of an image sequence into
non–overlapping moving objects (denoted as fore-
ground) and static and uncovered background regions
(denoted as background) is performed.

2. THE SEGMENTATION ALGORITHM

The proposed algorithm can be subdivided into the
following two steps: in the first step, a change detec-
tion mask (CDM) is calculated. In this mask, every pel
where the luminance of the image has changed due to
a moving object is marked. In the second step, the
uncovered background areas are eliminated from the
CDM, resulting in an object mask (OM) where every
pel is marked which belongs to a moving object. These
two steps are described more detailed in the following.
Fig. 1 shows the segmentation algorithm as a block
diagram.
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Figure 1: Block diagram of the segmentation algo-

rithm.

2.1 Estimation of a change detection
mask

First, an initial change detection mask (CDMi)
between two successive frames is calculated, using a
global threshold. Then, boundaries of changed image
areas are smoothed by a local adaptive relaxation
technique described in [1][2], resulting in a mask

CDMs. Therefore, the CDMi is processed iteratively.
In each iteration step, a decision is made for every
border pel k in the CDMi if it belongs to the changed
or to the unchanged area. The following local decision
rule from [1] is applied, using the squared luminance
difference d2

i  at the location of pel i:
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The rule should read as follows: if d2
i  exceeds the

threshold term on the right hand side of (1), the pel is
set to changed (CDMs(k)(i) :� 1), otherwise it is set to
unchanged (CDMs(k)(i) :� 0). In the threshold term,
�

2 is equal to twice the variance of the assumed Gaus-
sian camera noise distribution. �

2
c is the variance of

luminance differences within object regions. The
terms vB(qk) and vC(qk), qk � { u, c} , are a measure
for the inhomogeneity of the neighbourhood of pel k,
which is separated into horizontal or vertical neigh-
bours (potential B) and diagonal neighbours (potential
C). So, the term vB(qk) denotes the number of horizon-
tal and vertical neighbours of pel k with the opposite
label to qk. In the same way the term vC(qk) denotes the
number of diagonal neighbours of pel k with the oppo-
site label to qk.
The algorithm adapts frame–wise automatically to the
variances �2

c and �2. While in [1] these variances are
both measured considering the CDMi, here the object
mask of the previous frame is used for calculating the
variance �2

c and the change detection mask of the pre-
vious frame is used for calculating the variance �

2. In
order to get more stable values for these variances, the
currently measured values are averaged with the last
three measured values. Thus, the algorithm gets more
robust in case of noise.
In order to finally get temporally stable object regions,
the CDMs is updated with the previous OM, i.e. in the
CDMs additionally all pels are set to changed which
belong to the object mask of the previous frame. This
is based on the assumption that all pels which belonged
to the previous OM should belong to the current
change detection mask. However, in order to avoid
infinite error propagation, a pel from the previous OM
is only labelled as changed if it was also labelled as
changed in the CDMs of one of the last L frames, too.
For this purpose, a storage for every pel is applied,
building a memory (MEM). The value of this storage
indicates if the respective pel was set to changed in one



of the L previous CDMs; the value L denotes the depth
of the memory. Considering that CDMs, OM and
MEM are two–dimensional fields and that MEM is the
zero–matrix for the first frame, the update of MEM can
be formulated as:

MEM(k)(x, y) �

� L

max(0,MEM(k�1)(x, y)� 1)

, if CDMs(k)(x, y) � 1

, if CDMs(k)(x, y) � 0
(2)

The current CDMs is then updated by logical OR op-
eration between CDMs and the previous OM, taking
into account the memory MEM:

CDMu(k)(x, y) � CDMs(k)(x, y)�

�OM(k�1)(x, y)

0

, if MEM(k)(x, y) � 0

, if MEM(k)(x, y) � 0
(3)

Finally, the resulting change detection mask CDMu is
simplified by morphological closing and elimination
of small regions, resulting in the change detection
mask CDM.

2.2 Calculation of an object mask based
on the change detection mask

In the second step, the object mask is calculated from
the CDM found in the first step by detecting regions of
uncovered background [6]. Therefore, displacement
information for pels within the changed areas is used.
All pels for which the corresponding negative displa-
cement vector points outside the CDM are assumed to
belong to the uncovered background. Now, the CDM
is subdivided into one part belonging to the uncovered
background and another part which describes the OM.
For the displacement estimation hierarchical block-
matching [3] is used. Finally, the boundaries of the
resulting object mask are adapted to grey level edges
in the corresponding image in order to improve the
accuracy of the object mask.

3. EXPERIMENTAL RESULTS

The proposed algorithm was applied to test sequences
belonging to two categories: typical videoconference
sequences (Mother Daughter, Akiyo, Claire) and se-
quences containing objects with straight forward mo-
tion (Hall Monitor, Container Ship). All sequences

have been tested at a frame rate of 10 Hz in CIF and
QCIF format. The resulting object masks are subjec-
tively valued, since the real masks are unknown.
In Fig. 2 two exemplary results of the proposed algo-
rithm are given for the test sequences Mother
Daughter and Hall Monitor and are compared with
results from the reference algorithm. As can be seen,
the estimated object masks are more obviously belong-
ing to the real objects than those from the reference
algorithm. This is firstly due to the relaxation step ap-
plying a local thresholding technique, which makes the
algorithm more robust against noise. Secondly, the
adaptation of the object mask to greylevel edges of the
luminance image increases the accuracy of the esti-
mated object boundaries. The temporal coherency,
which can not be demonstrated in a printed paper, is
also improved due to the application of a memory for
the object mask.
The proposed algorithm is currently being investigated
within a core–experiment of the ISO/MPEG–4 stan-
dardization activities [10]. Future work will deal with
an extension of the algorithm for application to se-
quences from moving cameras, using global motion
estimation and compensation.

Reference method Proposed algorithm

Proposed algorithmReference method

Figure 2: Results of the proposed algorithm com-

pared to the reference for Mother Daughter

(upper row) and Hall Monitor (lower row).
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