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ABSTRACT

The paper presents a morphological spatio-temporal

segmentation method, which is based on a new similar-

ity measure. This similarity measure considers jointly

spatial and temporal information and consists therefore

of two terms. The �rst term minimizes the displaced

frame di�erence, considering the a�ne motion model.

By the second term the spatial homogenity of the lu-

minance values of every region is maximized. The pro-

cedure toward complete segmentation consists of three

steps: joint marker extraction, boundary decision, and

motion-based region fusion. By incorporating spatial

and temporal information simultaneously, we can ob-

tain visually meaningful segmentation results. Simula-

tion results demonstrates the e�ciency of the proposed

method.

1. INTRODUCTION

Object-based coding algorithms segment image con-

tents into a set of objects according to a given model

and estimate their parameters which can then be en-

coded [1][2][3]. The segmentation approaches for such

codings range from split and merge method [4] to mor-

phological segmentation [5]. Among them, morpholog-

ical segmentation techniques are of particular interest

because they rely on morphological tools which are very

attractive to deal with object-oriented criteria such as

size and contrast. However, morphological �lters op-

erate only on luminance component and use size and

contrast as criterions. The segmentation produced by

only spatial information may have false contours.

Recently, an attempt has been made to use the in-

formations from both spatial domain and temporal do-

main which results in a more meaningful segmentation

for perception [6][7][8]. However, the spatio-temporal

segmentation algorithms did not utilize joint similarity

measure which may be simultaneously handled during

segmentation. An e�cient segmentation result will be

expected if luminance and motion information are si-

multaneously used as a similarity measure.

This paper presents an e�cient spatio-temporal seg-

mentation algorithm using morphological tools and a

joint similarity measure. The algorithm consists of

three steps: joint marker extraction, boundary deci-

sion and motion-based region fusion. First, joint mark-

ers are extracted. A joint marker is a germ which is

coherent in both motion and luminance. Second, re-

gion boundaries are decided by watershed algorithm

which incorporates motion and luminance information

simultaneously. For such a segmentation, a new joint

similarity measure is proposed. Finally, regions with

similar motion are merged into single entities and thus

de�ne the objects of the scene. This corresponds to

motion-based region fusion where an e�ective region

merging method is used. This algorithm makes no as-

sumption about the content of images. Also, it gives

more meaningful results for perception.

2. JOINT SIMILARITY MEASURE

In this section, we describe the joint similarity mea-

sure for the morphological spatio-temporal segmenta-

tion. We �rst point out the foreseen problems of the

conventional joint similarity measure [10] and then pro-

pose a new joint similarity measure to overcome the

problems.

A possible similarity measure for spatio-temporal

segmentation is the weighted sum of the intensity dif-

ference plus the motion di�erence. The intensity dif-

ference is the gray level di�erence between the pixel

under consideration and the mean of the pixels that

have already been assigned to the region. The mo-

tion di�erence is the motion error between the esti-

mated motion vector (dx(x; y); dy(x; y)) at pixel (x; y)

and the motion vector (d�x(x; y); d
�
y(x; y)) generated at

pixel (x; y) by the parametric motion model � of the re-

gion. However, the existing techniques generating op-

tical ow reveal inherent noise problem especially near



motion boundary [9]. As the optical ow is not very

accurate at edge boundaries, the resulting segmenta-

tion using the similarity criterion loses object bound-

ary precision. Besides, as the intensity di�erence and

the motion di�erence have di�erent units, the scaling

between them is required.

To solve the problems, we use the displaced frame

di�erence as indirect motion similarity instead of the

motion di�erence. Thus the motion similarity between

the pixel (x; y) under consideration and the region R is

de�ned as the displaced frame di�erence,

Sm(x; y;R) = Ik(x; y)� Ik�1(x� d�x(x; y); y� d�y(x; y))

(1)

where Ik(x; y) is a gray value at (x; y) in kth frame.

Note that it uses not the estimated motion vector at

pixel (x; y) but the motion vector at pixel (x; y) gen-

erated by the motion parameters � of the region R.

Thus a new joint similarity measure can be de�ned as

the weighted sum of the motion similarity plus the in-

tensity similarity,

S(x; y;R) = � Sm(x; y;R) + (1� �) Si(x; y;R) (2)

where � is a weight factor and Si(x; y;R) is the inten-

sity di�erence between the pixel under consideration

and the mean of the region R.

3. THE SEGMENTATION ALGORITHM

In this section, we describe our spatio-temporal seg-

mentation algorithm. It is based on morphological seg-

mentation which uses morphological �lters and water-

shed algorithm as basic tools. The block diagram is

illustrated in Fig. 1. Each process is described in the

following subsections.

3.1. Joint marker extraction

The key to the success of morphological segmenta-

tion relies on the proper selection of markers which are

perceptually important. Conventional marker extrac-

tions use size and contrast criterions of the simpli�ed

luminance image, but the segmentation produced by

such criterions may have false contours. If luminance

and motion are simultaneously incorporated, a more

perceptually meaningful segmentation can be possible.

In this paper, we propose a simple joint marker ex-

traction method. The joint marker extraction detects

the presence of homogeneous regions in both motion

and luminance, and produces markers identifying the

interior of the regions that will be segmented. As il-

lustrated in Fig. 1, images are �rst simpli�ed to make

them easier to segment. Morphological open-close by

reconstruction �lters are used for simpli�cation. These

�lters remove regions that are smaller than a given

size but preserve the contours of the remaining objects.

Second, intensity markers are extracted from simpli�ed

luminance image. We select as intensity markers at

regions whose size have greater than a given threshold.

From simpli�ed images, intensity markers can simply

be identi�ed by labeling at regions. Third, homoge-

neous motion regions inside intensity markers are ex-

tracted as motion markers. The motion marker is con-

sidered as the joint marker because it is a homogeneous

region in both motion and luminance. Here, the homo-

geneity of motion is decided in view of a�ne model.
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Figure 1: Structure of the segmentation algorithm

3.2. Boundary decision

After joint marker extraction, the number and the

interior of the regions to be segmented are known. How-

ever, a large number of pixels are not yet assigned to

any region. These pixels correspond to uncertainty ar-

eas mainly concentrated around the contours of the re-

gions.

The decision about the actual borders of the regions

are taken through the use of the watershed algorithm.

It is basically a region growing algorithm, starting from

markers, it successively joins pixels from uncertainty



area to the nearest similar region. It uses the joint

similarity measure de�ned in Eq. (2) as similarity cri-

terion. A pixel under consideration is assigned to a

speci�c region because it is in the neighborhood of at

least one marker and it is more similar (in the sense

de�ned by the joint similarity measure) to this marker

than to any other marker of its neighborhood.

Once a new pixel has been assigned to a region, the

motion model � of the region should be updated in or-

der to accurately compute the joint similarity with re-

spect to new pixels. However, update of the models per

every assignment requires a heavy computation load.

To avoid such a load, we update the models whenever

only 50 pixels are added to the region. It is possible be-

cause addition of a few pixels does not abruptly change

the motion parameters.

3.3. Motion-based region fusion

The segmentation in section 3.2 results in regions

which are homogeneous in both motion and luminance.

The segmented regions may have di�erent average vlaue

in luminance but may have the same motion parameter

set. Therefore, an elimination of redundant regions is

needed in view of the coding framework. This corre-

sponds to motion-based region fusion and is expected

to simplify the segmentation. This is important for

coding since fewer regions permit a smaller bit rate al-

located to the transmission of region shapes and motion

parameters.

If regions created in the section 3.2 are consistent

with the same a�ne motion, they should be merged

together. Consistency with an a�ne transformation is

detected by computing, using the least-squares tech-

nique, optimal parameters and related error values for

a pair of adjacent regions [11].

4. SIMULATION RESULTS

In order to verify the performance of the proposed

algorithm, simulations have been carried out on the

\Table Tennis" and \Claire" sequences in QCIF for-

mat. Fig. 2 (a) and (b) show the original image of

\Table Tennis" and its simpli�ed image, respectively.

Intensity markers are extracted from simpli�ed images.

Intensity markers are given in Fig. 3 (a) where each

marker is labeled in gray level and uncertain areas are

represented in white. Then, homogeneous motion re-

gions inside intensity markers are extracted as joint

markers. The resulting joint markers are given in Fig.

3 (b). We can see that the ball has been disappeared by

the simpli�cation step. Therefore, the ball and some

parts of background are merged into one marker in Fig.

3 (a). But, we can separate the ball from the intensity

marker by using the joint marker extraction. Fig. 4 (a)

and (b) show the results of spatio-temporal segmenta-

tion and motion-based region fusion, respectively. As

shown in Fig. 4 (b), the \Table tennis" image is seg-

mented into 3 regions: the ball; racket and arm; back-

ground and table.

Fig. 5 shows the segmentation results for the image

sequence \Claire". Fig. 5 (a) shows the original image.

Fig. 5 (a) - (c) show the results of the joint mark-

ers extraction, the spatio-temporal segmentation and

the motion-based region fusion, respectively. We can

see that our joint spatio-temporal segmentation gives

visually meaningful results. Furthermore, this spatio-

temporal approach is well suited to coding applications

such as object- and region-based coding.

5. CONCLUSION

An e�cient spatio-temporal segmentation algorithm

is presented in this paper. The proposed segmentation

algorithm incorporates motion and luminance informa-

tion simultaneously, and uses morphological tools such

as morphological �lters and the watershed algorithm.

The algorithm gives visually meaningful segmentation

results which makes region- or object-based coding ef-

�cient. Also this unsupervised algorithm makes the

automatic segmentation possible.
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(a) (b)

Figure 2: Original image (a) and its simpli�ed image

(b) of \Table tennis"

(a) (b)

Figure 3: Intensity markers (a) and joint markers (b)

of \Table tennis"

(a) (b)

Figure 4: Spatio-temporal segmentation (a) and

motion-based region fusion (b) of "Table tennis"

(a) (b)

(c) (d)

Figure 5: The segmentation results of \Claire" image:

(a) original image; (b) simpli�ed image; (c) spatio-

temporal segmentation; (d) motion-based region fusion


