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ABSTRACT important facial featuresEach important facial feature is
tracked separately thus its 2D co-ordinatas beused to

This paperaddresses the problem of wire-frame tracking determine the current position of the speakers head. The
by accurate analysis of the motiand theshape of the  algorithm is identicafor eachimportant facial feature,
facial features in head-and-shoulders scenes. Accuratbut will be described for the left eye.
wire-frame tracking is of paramount importance for
correct reconstruction of thencoded image, especially in  Our tracking method idased orprincipal components
the areaccupied bythe lips and theyes. Anentirely analysis (PCApnd webelievethis to be the first attempt
new algorithm for tracking the motion of a semantic to utilise PCA for motion analysis in model-based coding.
wire-frame (Candide) by analysis of the principal In the first step of the PCA, theigenvectors of the
components of sub-images containing important facial covariancematrix S of the sequenceX of M, N -
features of the speakeface is proposedihis algorithm dimensional input colummectors:X = [X; Xz ... Xu], X =
is suitable fortracking both global motion (motion of the [x;], i = 1.N, j = 1..M, must be found. In our analysis the
speaker’'s headand local motion (motion of the facial input sequence consists of sub-imagestaining thdeft
features). The algorithrwvas tested on numerous head- eye ofthe speaker extracted fravh initial frames of the

and-shoulders sequences with excellent results. test sequence (Figurg). The inputsequence of sub-
images (further referred to as timitial sef) is converted
1. INTRODUCTION into 1D columnvectorsx; by scanning the image line by

line. An image consisting oR rows and C columns
Aizawa et al. [1], and Forchheimerand Kronander [2]  would therefore produce a colurimput vector consisting
suggesthatmoving image compression techniqliesed  of N = C x R rows. We obtaithe covariancenatrix from
on semantic modelare capable of achieving data-rates the following relationship:
below 10 kbit/s. This would allow real-time video

communication over PSThhes. Thetwo main problems S=vY"T (1)
in model-based moving image coding are autonvaitie-
frame fitting and automatic wire-frame tracking. whereY = [y; Vo ... yul, ¥j = X - m, and m, is the

] ) ) o expected value dhe sequenceX. We can find tha-th
Tracking algorithmsfor semantic-based moving image principal componentz of the initial set from the
coding have been proposed by dnd Forchheimer [3]  fo|lowing equation:

who employed opticaflow analysis and Kokuer and
Clark [4] who adapted a correlati@pproach. Our
method is based orthe analysis of the principal
components of a set of images and imposes no restrictionﬁlhereui
on the amount of motion in the scene.

zZ=u' (X - m) ()

is thei-th eigenvector ofhe covariancenatrix

S. Even for small imagesthe size of the covariance
matrix can beoo large to handle bgommon computing
equipment (e.g. a sequence of images consisting of 50
columns and 50rows would result in a 58 x 50°
covariance matrix)However, ifthe number of imaged

in the sequenceX is considerably smallethan the

2. EXPERIMENTAL METHOD

We have concentrated our efforts tnacking themotion
and theshapeof theleft eye,the righteye,the nose and
the lips. These facial features will be referred to as the



dimensions of the imagabemselvesN = C x R), the (2) with a single modification: the imagg is nowthe -
above problem can beovercome. According to the th image from the extracted set, not thitial set. If we
method of singular valudecomposition (SVD) [5], the transform this image using the principabmponents
eigenvectors othe covariancenatrix S = YY' can be space created hire inputvectorX we will obtain certain
expressed as knear combinations of eigenvectors of a image r;. Since the principal componentpace was
matrix C = Y'Y. Since matrixC is M x M, the created using the images from thetial set (1), the
computational costs diinding the eigenvectors of the Euclidean distance betwe#re x; imageand ther; image
matrix S are greatly reduced. In our reseakthx 20 and  will tell us how similar thex; image from theextracted
N < 50. Thus the problem is reduced to calculations setis to all the images from theitial set:
involving matrices smaller than 2020.

d = x| ®
Once theeigenvectors ofhe covariancenatrix S of the
initial set ofM sub-images containing theft eye of the  The j-th image from the extracted sér which the
speaker extracted from thbl initial frames of the  gistanced, is minimal, is thebestmatch image. The co-
sequence are  calculated, the automatic trackingyrdinates of its centre on thé +1-th frame are the co-
commences with framk! +1. The initialposition of the  grdinates of thdeft eye ofthe speaker on thd +1-th
left eye inframeM + 1 (current frame) is assumed to be frame. This algorithm is repeateir the remaining
the same as in frami (previous frame)This view is  frames of the tessequenceand is identicafor the
subsequently verified irthe following way. The sub-  remaining important facial features: the right eye, the lips

images within the search range centred on the initialand the nose. The distance measure (3) was first proposed
position of theeft eye intheM +1-th frame are extracted py Turk and Pentland [6].

from the current frame (e.fpr a searclange of 15« 15
we obtain a set of 225 images). These imagegeferred 3. EXPERIMENTAL RESULTS
to as theextracted sefFigure 1). It is the task of the

algorithm to find thébest matcimage among the images e have tested our automatic tracking algorithm on

from the extracted set. numerous commonly usedhead-and-shouldersvideo
sequencedMiss America(352 x 240 pixels, 150 frames),
i Claire (360x 288 pixels, 168 framesfar Phone(176 x
m 144 pixels, 400 frames§randma(176 x 144 pixels, 768
R frames), Salesman(360 x 288 pixels, 400 frames) and

Trevor (256 x 256 pixels, 100 frames). The track aif
facial features was maintained fdt tested sequences.
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Figure 1: Automatic tracking system

The dimensions of the images from the extracted set are
identical to those from thaitial set. Since the images
from the extracted set as@milar to those from thénitial

set we can assumthat they can beprojected onto the
principal componentspace created biyput vector X of

the initial set of images. Fadhis purpose we use equation

Figure 4Grandma Figure 5Car phone



The trackwas maintainedeven wherthe facialfeatures
were partially occluded hihe speaker'tand Galesmahn
or when they radically changed shafsye close-open,

Figure 6Salesman

mouth close-open).

Figure 8:Miss AmericaThe lips tracking error profile

Figure 9:Car Phone The left eye tracking error profile
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Figure 10:Grandma The nose tracking error profile
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Also tracking of theeyes ofthe subjectswearing glasses
(Grandma Trevon was completely successful. The
sequences contained moderate zoom, rotation and
translation. We have created shonbvies with white
crosses centred on the important facial featurealfoest
sequences (Figures 2 7). Thesecrosses were observed

to track the features with remarkable precision.

However inorder to assesthe accuracy ofthe tracking
algorithm, the 2-D positions of the important facial
features were extracted manually frawvery fifth frame

of the tessequencesThe Euclidean distandgetween the
feature tracked manuallpnd automatically (onevery
fifth frame) is a good measure tfe accuracy of the
tracking methodTypical error distance profileBor some
of the facial features are presented (Figures 8 to 10).

Facial feature Mean error| Standard deviatior]
[pixels] [pixels]
Left eye 0.6 0.7
Right eye 0.8 0.7
Nose 0.6 0.6
Lips 0.5 0.6

Table 1: Tracking results fddiss America

Facial feature Mean error| Standard deviatior
[pixels] [pixels]
Left eye 0.4 0.5
Right eye 0.6 0.7
Nose 0.8 0.6
Lips 1.0 0.6

Table 2: Tracking results f@laire

Facial feature Mean error| Standard deviatior]
[pixels] [pixels]
Left eye 0.8 0.8
Right eye 0.8 0.9
Nose 0.9 0.6
Lips 0.7 0.7

Table 3: Tracking results fdrrevor

We have also calculated the mean emod standard
deviation forall the trackedacial features. Aew typical
results are presented in Tables 1 to 3). As can be seen, the

mean erroffor all thefacial features irall thesequences
was no more than 1 pixel.

Since we wish to utilise th€andide[2] wire-frame, in
order to reconstruct the local motion (e.g. ljsse-open,



eyesclose-open) we must be able ttack reliably the  and 13). Thus thevire-frame model was driven by the
motion of thevertices assigned tthe selected facial global motion of the speaker’s headd local motion of
features (Figure 11). We utilised the same algorithm, butthe facial features.

this time the initiaket images were centred the points

of the imagethat corresponded to the positions of the 4. CONCLUSIONS

wire-frame vertices of a particular facial feature. Again

observation of test video sequences re-created from th&/e have developed a neand reliable algorithm for
results of the algorithmshowed an excellentracking automatically tracking the motion of facial features in
performance. head-and-shoulderscenes. The algorithm isased on
eigenvalue decomposition of sub-images containing
important facial features: theyes,the noseand the lips.
The algorithm was tested on numerous sequences
containing limited pan, rotation andoom of the
speaker’s head, with excellent results. Sialt¢hefacial
features are tracked independently, the algorittomld

be easily adapted for use on a parallel processing system.

Figure 11: Tracking vertices (in circles) of the left eye 5. ACKNOWLEDGEMENT
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Figure 12: Tracking of the shape of the facial features

Figure 13: Manipulating th€andidewire-frame

The trackedvertices were subsequently usedaashors
for vertices othe Candidewire-frame model (Figures 12






