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ABSTRACT

This paper presents a novel approach for using monoc-

ular cues in a single 2D image to improve depth percep-

tion. Monocular depth cues{blur, shading, brightness,

and occlusion{are applied to 2D images. The contribu-

tion of the �rst three cues to depth perception is addi-

tive, each weight being equivalent. Since occlusion cues

modify the object geometry, they are applied after the

application of other cues. Results show that monocular

depth cues can successfully improve depth perception

in a single 2D image, creating a pseudo 3D image. The

advantage of this approach is that it requires a single

image, rather than an image pair used in traditional

methods. The main limitation is that only depth per-

ception, not precise depth measurements, is possible.

This work looks very promising for low bitrate video

coding and other applications where bandwidth is lim-

ited.

1. INTRODUCTION

Traditionally, the ability to perceive depth from two-

dimensional images has been accomplished by binoc-

ular methods [1, 2]. Binocular depth cues, such as

disparity, have been used. This required using multi-

ple images and matching corresponding points, a com-

putationally complex task. More recently, researchers

have developed monocular approaches [3, 4]. Monoc-

ular depth cues, such as blur, have been used to per-

ceive depth. In these approaches, point matching was

not required; however, multiple images were required

for depth perception.

Researchers have begun looking at integration of

binocular and monocular cues. Several researchers have

studied the result of combining cues to perceive depth

from 2D images [5, 6]. Others have studied how these

di�erent cues interact in creating a depth e�ect [7, 8, 9].

In these studies, binocular cues have been considered

large contributors to depth perception in 2D images.

However, as mentioned previously, multiple images are

required to extract these cues.

The question then becomes: can depth be perceived

from monocular cues alone and in a single image. The

advantage of such an approach is that it requires only a

single image rather than an image pair to extract cues.

This paper presents a novel approach for depth per-

ception in 2D images frommonocular cues only. Monoc-

ular cues are extracted from a single 2D image and used

to create a depth e�ect. The result is a pseudo 3D im-

age, with improved depth perception over the original

2D image. This result is promising for applications,

such as low bitrate video coding, where bandwidth is

limited. Section 2 describes the depth cues. Section 3

describes the algorithm. Section 4 shows experimental

results. Conclusions and future work are presented in

Section 5.

2. DISCUSSION

Depth cues are used to perceive depth and dimensional-

ity. The objective of this work is to extract and analyze

depth cues in 2D images, then combine these cues to

create a 3D e�ect. The four monocular depth cues used

are blur, occlusion, shading, and brightness.

2.1. Blur

Blur is a measure of the loss of detail in an image. The

principle of depth from blur is a simple one. When an

object in a scene is in focus, other objects are blurred.

The amount of this blur depends on the distance from

the focused object. A method was developed to mea-

sure this amount of blur to get depth [3].

A blurred image is the response of the camera to a

single point source. This response is called the camera

point spread function (PSF), h(x; y), which is approx-

imated as a Gaussian [3]
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A blurred image g(x; y) is generated by convolving a

focused image f(x; y) with the PSF h(x; y).

g(x; y) = f(x; y) � h(x; y): (2)

Our algorithm blurs an image to exaggerate the

depth of objects in the image. Simply, the larger the

variance of the Gaussian (a lowpass �lter), the more

blurred the image. So, very di�erent variances are ap-

plied to images to mimic a 3D e�ect.

2.2. Occlusion

Occlusion indicates that the occluded object is farther

away than the occluding object. Our algorithm gen-

erates the occlusion e�ect by enlarging an object to

appear closer and to occlude any remaining objects in

the scene.

2.3. Shading

Another e�ect similar to the occlusion e�ect is shading,

where either an object casts a shadow over another ob-

ject or some regions of an object are in shadow and

other regions are not. Our algorithm addresses the for-

mer case. The shading e�ect is generated by extract-

ing the shape of an object, darkening it to grey like a

shadow, and then applying it to background objects.

One of the concerns is how much of the shading

will appear. This means how much distance between

objects is the shading meant to imply. Our answer is

as much as possible to improve depth perception.

2.4. Brightness

In the brightness cue, closer objects appear brighter

than more distant objects. Our algorithm exaggerates

the brightness of the closer objects by increasing their

intensities.

3. METHODOLOGY

This approach contains two main steps{depth modi�-

cation and combination. The original image has been

segmented into objects. The inputs to our algorithm

are the segmentation map and the original image. The

segmentation map is necessary for cues that apply to

speci�c objects, rather than the entire image, e.g. oc-

clusion and shading.

Modi�cations are made to the original image based

on monocular depth cues. A blur image is created when

blur is applied to the original image. An occlusion im-

age is created by enlarging the foreground object to

appear closer and to occlude even more of other ob-

jects. A shadow in the shape of the foreground object

is cast onto background objects to create a shading im-

age. A brightness image is generated by brightening

foreground objects in the original image.

Next, the depth-enhanced images are combined to

create a depth e�ect. The resulting image shows in-

creased depth perception over the original image. Blur,

shading, and brightness are combined by addition, where

each cue has equal weight. Occlusion cues are applied

later to the added result because they modify object

geometry.

Two assumptions are made in this approach. First,

the input image has been segmented into objects. There

is a priori knowledge of the image, i.e. which objects

are in the foreground and background and which ob-

jects occlude other objects. Second, foreground objects

are focused and background objects are blurred.

4. EXPERIMENTAL RESULTS

Figure 1 shows examples of three monocular depth

cues{blur, shading, and brightness{in a test image. In 1(a),

the original image is shown, followed by images a�ected

by blur, shading, and brightness ( 1(b)-(d)). It should

be noted that each cue alone does not render a su�-

cient 3D e�ect. Therefore, it is necessary to combine

them.

In this example, the resulting images are added to

produce the pseudo 3D image. The weights from each

e�ect are equivalent, such that the combined result is

an average. Figure 2 shows the result, where the depth

perception is improved. Here, the center of the face

is perceived to be closer than the ears, which appear

closer than the wall.

Figure 3 shows another example of two cues{blur

and occlusion{on a test image. In 3(a), the original

image is shown, followed by images a�ected by blur

and occlusion( 3(b)-(c)). Here, the original image is

blurred, followed by enlargement of the foreground ob-

ject to occlude more of the background. Figure 3(d)

shows the result, where the depth perception is im-

proved. Here, the edge of the box appears to be closer

and the background object farther away than in the

original image.

5. CONCLUSION

This paper presents a new approach to enhance depth

perception in a single image using monocular depth

cues. Each depth cue was enhanced and/or modi�ed

in the original image, then combined to create an image

with improved depth perception.

The advantage of this approach is its use of sin-

gle images to create the depth e�ect. This is very at-



(a) (b) (c) (d)

Figure 1: Depth cues. (a) original, (b) blur, (c) shading, (d) brightness.

Figure 2: Image with improved depth perception.

(a) (b) (c) (d)

Figure 3: Depth cues. (a) original, (b) blur, (c) occlusion, (d) enhanced depth result.



tractive for MPEG4 in low bitrate video coding and in

video synthesis.

The main limitation is that results yield qualitative

depth perception, rather than quantitative depth mea-

surements. In addition, a priori knowledge of the scene

is necessary.

Future work will address some areas of improve-

ment. Speci�cally, the integration of cues is additive

and successive, which may not be the best ways to

combine cues. We will examine di�erent types of in-

tegration and the e�ect on results. In addition, we

will look at possible real-time enhancement. We will

add perspective as a cue. And, most importantly, we

will explore ways to use this method in acquiring depth

measurements.
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