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ABSTRACT

In this paper we present an algorithm for the synthesis of multi
viewpoint images at non-intermediate positions, based on
stereoscopic images. We consider the synthesis of images from
virtual camera positions and the synthesis of images for scene
reconstruction using stereo displays. The algorithm provides
scene reconstruction without geometric distortion and without
any restriction to the position of the viewer.

All synthesized images are based on extrapolation of a single
source image and a single disparity field. This provides low
use of bandwidth and compatibility with mono video systems.

With teleconferencing images, the generated views were
subjectively evaluated as good for viewing positions not more
than one half camera baseline from the centre position.
Objectively, reconstructed left and right images have PSNR
values of 41 dB.

1. INTRODUCTION

In video communications, 3D imaging can greatly enhance the
feeling of telepresence. This requires the acquisition,
transmission and presentation of 3D scene data. Existing stereo
video systems use two cameras for recording the scene and a
stereo display to present it to the viewer. These systems give
the viewer a sensation of depth, but a major drawback is the
restriction to a very specific viewing position [4]. Any
movement by the viewer will not result in the expected motion
parallax, but in geometric distortion of the reconstructed scene.

A solution to this is provided by multi viewpoint systems
[1,8,9], shown in Figure 1. These provide motion parallax,
based on the position and motion of the viewer. Current
systems use stereo cameras with large baselines at the
acquisition side. Their images are analysed by a disparity
estimator resulting in 3D scene data. At the presentation side
new intermediate images are synthesized, based on the actual
position of the viewer. The viewer position is determined by a
headtracker.

With current multi viewpoint systems, the viewer has a
restricted freedom of movement, corresponding to viewing
positions in between the cameras. Any deviation from those
positions will result in geometric distortion of the scene.

In this paper we will investigate image synthesis algorithms
that provide also non-intermediate viewpoints. The aim is the

geometrically correct reconstruction of that part of the original
scene that is present in the 3D scene data.

Figure 1: The multi viewpoint 3D system

With video communications as major application, the
feasibility of real time hardware implementation is
important[3]. Therefore we will investigate special cases of the
synthesis algorithm having lower complexity.

In section 2 we will discuss image acquisition, disparity
estimation and 3D scene format in detail because of its large
influence on the complexity of the image synthesis algorithms.
In section 3 we examine the synthesis of images from virtual
cameras at any position and zoom factor, and the same
orientation as the original cameras. Section 4 gives a general
scene reconstruction algorithm for multi viewpoint systems and
two special cases with lower complexity. Section 5 gives
results with real teleconferencing images and synthetic data.
Conclusions are given in section 6.

2. ACQUISITION OF 3D SCENE DATA

In this section we describe the acquisition of 3D scene data in
detail, because of its large influence on the image synthesis
algorithms. The camera setup, disparity estimator and 3D
scene data will be explained.

2.1 Camera setup

We assume the camera setup as depicted in Figure 2. In the
acquisition reference frame Oacq, the cameras optical centres
lie on the x-axis at position -B (left) and +B (right). The
optical axes are parallel and point in the +z direction. The
focal distance of each camera is f. The left and right image
planes lie at z=f and are centred at the corresponding optical
axes. The image planes are spanned by two perpendicular
vectors, one in the +x direction with size Hc and one in the +y
direction with size Vc . These are the horizontal and vertical
size of the pixels on the CCD chip in the cameras.



Figure 2: The camera setup

Every scene point P with coordinates Px, Py, Pz in the
acquisition reference frame is projected onto the left and right
image planes. The coordinates of the projections (in the
projection reference frame or in image pixels) are:
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For this camera setup we always have Pz > 0, Y=YL =YR and
XL ≥ XR.

2.2 Disparity estimation

The task of disparity estimation is to find out which left and
right pixels correspond to the same scene point, based on the
luminance information in the left and right images. The P
coordinates of the scene point are then given by (1). The
luminance of the scene point can be estimated based on the left
and right pixel luminances.

Objects that are half-occluded (visible only in one of the
images) give rise to pixels that can not be paired to a pixel in
the other image. In this case we can not use (1), so the P
coordinates of the half-occluded objects can be found only in
some other way, e.g. interpolation of coordinates of
neighbouring objects. In the next section we will handle this.

For disparity estimation we use a dynamic programming
algorithm similar to that of Cox et al. [2, p. 547], working on
blocks of 4*4 pixels rather than single pixels.

2.3 Format of 3D scene data

Usually the 3D scene data consists of both left and right
images, accompanied by a left-to-right disparity field
DLR(XL) = XR - XL and/or a right-to-left field DRL(XR) = XL - XR.

As 3D scene data we use a single interpolated centre image
with luminance I(X,Y) and the right-to-centre or centre-to-left
disparity D(X,Y). This has the following consequences. First,
the reconstructed scene will have diffuse reflection properties,
since to each scene point a single luminance value is assigned
(luminance is not a function of viewing position). Next,
occluded areas in left and right image will both be present in
the centre image, horizontally compressed by a factor two,
resulting in half resolution. Finally the disparity D is single
valued in the centre view position, thereby excluding scene
objects that are exactly in front of each other.

We chose this format because it has several advantages.
First, in general the centre view is the most interesting view so
it is best to generate it at the transmitter using original camera
images, undistorted by a coding system. Secondly, the

complexity of the synthesis algorithms is lowered as all new
viewpoints will be generated in the same way using
extrapolation (even for viewpoints in between the original
cameras) and there is no need for weighting luminances of left
and right images (only one image I). Thirdly, this format is
compatible with mono video systems and provides eye contact
in teleconferencing applications [5]. Finally the use of a single
image saves transmission bandwidth.

To obtain the centre image and the disparity field, we first
make a list of pixel pair coordinates XL, XR, Y and generate
the corresponding centre X coordinates and the disparities D:
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The disparity field is the dense array D(X,Y). Holes in the field
due to occlusions are filled by linear interpolation of defined D
in a horizontal neighbourhood.

Now we generate the centre image luminance:
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With ∆ equal to the derivative of the disparity field, smoothed
by a uniform filter of length L [7]:
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If an object is visible in only one of the original images,
corresponding to ∆=1 (left) or ∆=-1 (right), data is taken only
from that image for the centre image. If an object is visible in
both original images, corresponding to ∆≈0, the original
left/right image data is averaged.

3. SYNTHESIS OF IMAGES FROM
VIRTUAL CAMERAS

As an extension to intermediate view generation we consider
the synthesis of images from virtual cameras at any position
and any zoom factor, with the same orientation. First we will
give the geometric relation between the centre image and the
image from the virtual camera. Next we will discuss our
rendering method.

3.1 Geometric relation virtual and centre camera

The virtual camera is positioned at (Sx, Sy, Sz)B, and has a
focal length Szoom f. Every scene point P is projected onto the
virtual camera image according to:
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Using (2) and (5), the virtual camera image can be acquired by
translating all points of the centre image according to:
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With R = Hc / Vc , the pixel ratio of the camera.



Although the disparity D was calculated using a horizontal
displacement between the original cameras, its function is the
same for both the horizontal and vertical pixel displacement
(apart from the pixel ratio).

For -1 ≤ Sx ≤ 1, Sy = 0, Sz = 0 and Szoom = 1, (6) is equal to
normal image interpolation [1,8,9].

3.2 Image rendering

Two problems can be encountered when rendering images
using (6). Pixels in the virtual image may become overdefined
(two or more assignments) or remain undefined (no
assignments).

In the overdefined case multiple pixels of the centre image
are translated to the same pixel in the virtual camera image.
Then we select the one that is closest to the virtual camera,
corresponding to maximal D.

Pixels with undefined luminance in the virtual image are
caused by insufficient information in the 3D scene data. For
the generation of non-intermediate views, this is very likely to
happen. Correct reconstruction of the scene is therefore
restricted to the part present in the 3D scene data. To avoid
clear visibility of the ‘holes’ in the reconstructed scene, we use
linear interpolation of the luminance based on neighbouring
pixels.

4. SYNTHESIS OF IMAGES FOR
SCENE RECONSTRUCTION

In this section we will present an algorithm for the synthesis of
images for a multi viewpoint 3D video system. The aim is the
geometrically correct reconstruction of the recorded scene on a
stereo display.

Figure 3 shows the presentation side of the system. The
stereo display is centered in the presentation reference frame
Opres. The display image plane is spanned by two vectors with
sizes Hd and Vd, the horizontal and vertical pixel size. We
assume that the display pixel ratio is R, the same as the ratio of
the camera.

Figure 3: The presentation side

We select the reconstructed point P’ = P+Q with Qz a constant
and Qx = Qy = 0. The depth shift Qz is introduced here for three
reasons. First, in teleconferencing it is desired to have a small
person to person distance. Secondly we would like to shift the
reconstructed scene to be centered in the display. This
minimizes visual strain due to conflicts between convergence
and accommodation of the eye [6]. Finally, the complexity of
the synthesis algorithm drops for two specific choices of Qz.

From the reconstructed scene point P’, two light rays enter
the viewer eyes via the centres of the irises. The left and right
light ray intersect the display in TL and TR, measured in pixels.
The determination of the left and right intersection points is
independent, so we will restrict ourselves to the synthesis of
multi viewpoint images for a single eye at position Ex, Ey, Ez

(with Ez < 0). Rendering of images is done as described in
section 3.

Based on a viewers eye at any position E and a reconstructed
scene point P’ given by the shift Qz and (2), the intersection
XT, YT of the light ray EP’ and the display is given by:
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with G = Hd / Hc = Vd / Vc .
For two specific Qz, the general reconstruction formula (7)

reduces to a lower complexity version. First, for Qz = 0 the
disparity term in the enumerator disappears. This results in:
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Secondly, for Qz = Ez, the denominator in (7) becomes
constant. The reconstructed scene becomes ‘attached’ to the
viewer, which is very unnatural. Now we introduce Zsys = Gf. If
Qz = Ez = - Zsys,  (7) reduces to:
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With Doffset = B / Hd.  This is equal to (6) with Szoom = 1, Sz = 0,
Sx = Ex/B and Sy = Ey/B plus a shift. This shift is equal to the
shift encountered in stereo video systems [4].

Using (9) in stead of (7), the viewer has freedom of
movement only in the horizontal and vertical direction, but the
system complexity is substantially lower.

For teleconferencing applications, the camera baseline will
be a little larger than the physical size of the display. In that
case the shift will be so large that the original camera images
do not overlap at all, making disparity estimation impossible.
Solutions for this are the use of shifted lenses [4] or a slightly
converging camera setup. If this is not possible, options are to
use (7) or to accept reconstruction errors.

5. EXPERIMENTAL RESULTS

Figure 4 shows the left and right image from a typical
teleconferencing application. Figure 5 shows the disparity field
and interpolated centre image, according to the algorithm in
section 2 with L = 8.

Figure 6 shows synthesized virtual camera images generated
by (6) and by (9) with zero shift. Camera positions are
Sx ∈{-1,0,1}, Sy ∈ {-½,0,½}, Sz = 0 and Szoom = 1. Objectively,
the PSNR values of the reconstructed left and right images are
41 dB. We evaluated these images subjectively on a mono



display. The images look very good for |Sx| < 1.5 and |Sy| < 0.5.
With larger S values, the image quality degrades smoothly.

      
Figure 4: Original left and right camera images

      
Figure 5: The disparity field and the interpolated

centre image

    

    

    
Figure 6: Synthesized images from

virtual cameras.

We evaluated the reconstruction algorithm given by (8) using
synthetic scene data, avoiding the incompleteness of the 3D
scene data described in section 2. The synthetic scene is a box
of 64*48*40 cm, equal to the physical size of our display
device, with a cube of 24*24*24 cm centered in the display
image plane.

    
a) b) c)

Figure 6: Synthesized images for geometrically correct
reconstruction at viewer position Ex, Ey, Ez in meters =

a) -0.5 , 0, -0.5     b) 0, -0.5, -1.5   c) 1, 0.5, -1.5

Currently we do not have a headtracker available. We
generated stereo pairs according to several viewing positions.

As expected, the scene looks very good when viewed from the
appropriate position and becomes distorted quite heavily when
seen from other viewpoints.

6. CONCLUSIONS

We presented a new image synthesis algorithm for multi
viewpoint 3D video systems. The algorithm provides scene
reconstruction without geometric distortion and without any
restriction to the position of the viewer.

All synthesized images are based on extrapolation of a single
source image and a single disparity field. This provides low
use of bandwidth and compatibility with mono video systems.

With teleconferencing images, the generated views were
subjectively evaluated as good, for viewing positions not more
than one half camera baseline from the centre position.
Objectively, reconstructed left and right images have PSNR
values of 41 dB.
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