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ABSTRACT geometrically correct reconstructiontbat part of the original

. . ) . scene that is present in the 3D scene data.
In this paper we present an algoritfion the synthesis of multi

viewpoint images at non-intermediate positions, based on_tst

stereoscopic images. We consitlex synthesis of imagdésom omeroir%%fée mggs for \ii;wer

virtual camera positions and the synthesis of |m¢g|escene_ ssory | S5 | imooe Storeo B>

reconstruction using stereo displays. The algorithm provides R | estmaton syntesis | sy

scene reconstruction without geometric distortion and without D:I—' _Jmageof

any restriction to the position of the viewer. ant _ H
All synthesized images are based on extrapolation of a single RCATATE

source image and a single disparity field. This provides low Headtrocker

use of bandwidth and compatibility with mono video systems. Figure 1: The multi viewpoint 3D system

With teleconferencing imageshe generated views were With video communications as major application, the
subjectively evaluated agod forviewing positions not more  feasibility of real time hardware implementation is
than one half camera baselifeom the centre position. important[3]. Therefore we will investigate special cases of the
Objectively, reconstructed left and right images h®8NR synthesis algorithm having lower complexity.
values of 41 dB. In section 2 we will discuss image acquisition, disparity
estimation and 3D scene formatdetail because dfs large
influence on theomplexity ofthe image synthesis algorithms.

1. INTRODUCTION In section 3 we examine the synthesis of imdges virtual

In video communications, 3D imaging can greatly enhance thecameras atany position and zoom factor, and the same
feeling of telepresence. This requires the acquisition, orientation as the original cameras. Sectiogives a general
transmission and presentation of 3D scene data. Existing sterescene reconstruction algorithm for multi viewpoint systems and
video systemsise two camerdsr recordingthe scene and a two special cases with lower complexity. Sectiongises
stereo display to present it to the viewer. Thegs#tems give  results with realteleconferencing images and synthetic data.
the viewer a sensation of depth, but a major drawback is theConclusions are given in section 6.
restriction to avery specific viewing position [4]. Any
movement byhe viewer will not result in the expectetbtion 2. ACQUISITION OF 3D SCENE DATA
parallax, but in geometric distortion of the reconstructed scene.|n this section we describe the acquisition of 3D scene data in

A solution to this isprovided by multi viewpoinsystems  detail, because dfs large influence on the image synthesis

[1,8,9], shown in Figure 1. These provide motiparallax,  algorithms. The camera setup, disparity estimator and 3D
based on the position anehotion of the viewer. Current scene data will be explained.

systems use stereo cameras with large baselines at the

acquisition side. Their images asmalysed by a disparity 2.1 Camera setup
estlmator resgltlng_ in 3D scene data. _At the presentation sid e assume the camera setup as depicted in Figure 2. In the
new intermediate images are synthesized, based on the actug

. ) ) o . quisition reference fram@acq, the cameras optical centres
Egzlctjlt?gcokfetrhe viewer. The viewer position is determined by Ajie on the x-axis aposition -B (left) and +B (right). The

. - . . optical axes are parallel and point in the +z direction. The
With current multi viewpoint systems, the viewer has a . . .
. SR focal distance of each camerafisThe left and righimage
restricted freedom of movement, correspondingvigwing

positions in between the camer#@siy deviation from those planes lie a_tz:f and are centred at trorresponding optical
positions will result in geometric distortion of the scene. %igrsﬂlﬁwelTm?w%igl?jﬁigons\?v?;n;gﬂhy;g d gﬁ;pﬁ?r?;cﬁlar
In this paper we will investigatenage synthesis algorithms ’ : y

that provide also non-intermediate viewpoints. The aim is the d_lrectlon W't.h sizeV; . These are t_hborlzontal and vertical
size of the pixels on the CCD chip in the cameras.



Scene point
. Left __»
projection | - - ~
planc T - - ~

Right
p. 0|c,(_t|()n

Ri: gilt
camera

Figure 2: The camera setup

Every scene pointP with coordinatesPx, PR, P, in the
acquisition reference frame is projected othte left and right
image planes. The coordinates of the projecti¢ins the
projection reference frame or in image pixels) are:

P, +B/H.O

%(D_—g ~B)/ H.]
‘H piv. H

For this camera setup we ays have®, > 0, Y=Y_ =Yg and
XL 2 Xr.

(1)

2.2 Disparity estimation

complexity ofthe synthesis algorithms is loweredadls new
viewpoints will be generated in the samegay using
extrapolation (even for viewpoints in betwe#me original
cameras) and there is no nded weighting luminances of left
and right imagegonly one imagd). Thirdly, this format is
compatible withmono videosystems and providesye contact
in teleconferencing applications [5]. Finatlye use of a single
image saves transmission bandwidth.

To obtain the centre image and the disparity field, we first
make alist of pixel paircoordinatesX,, Xg, Y and geerate
the corresponding centkecoordinates and the disparities

XO_ 04 % OX.O D‘D D’;’/Cg @)
B kel aa@ Al

The disparity field is the densgrayD(X,Y) Holes in the field
due to occlusionare filled by linear interpolation of definéal
in a horizontal neighbourhood.

Now we generate the centre image luminance:

(X, ) =(2+20) 0, (X N+ (2-20)0e( %, Y) - ()

With A equal to the derivative of the disparity fiekinoothed

The task of disparity estimation is to find out which left and by a uniform filter of lengttt. [7]:

right pixelscorrespond tdhe same scene point, based on the A

luminance information in the left and right images. The
coordinates of the scene poiate thergiven by (1). The

_ D(X+%L)-D(X-}L)

- (4)

luminance of the scene point can be estimated based on the Ieft @ object is visible inonly one ofthe original images,

and right pixel luminances.

Objects that ardnalf-occluded (visibleonly in one of the
images) giveise to pixels thatan not be paired to a pixel in
the other image. In this case wan not us€l), so theP
coordinates of théalf-occluded objects can be foundly in
some other way,e.g. interpolation of coordinates of
neighbouring objects. In the next section we will handle this.

For disparity estimation we use dynamic programming
algorithm similar to that o€ox etal. [2, p. 547], working on
blocks of 4*4 pixels rather than single pixels.

2.3 Format of 3D scene data

corresponding té&=1 (left) orA=-1 (right), data is takeronly
from thatimage forthe centre image. If an object is visible in
both original images, corresponding g0, the original
left/right image data is averaged.

3. SYNTHESIS OF IMAGES FROM
VIRTUAL CAMERAS

As an extension to intermediate view generation we consider
the synthesis of imagdsom virtual cameras aény position
andany zoonfactor, with the same orientatioRirst we will

give the geometric relation betweghe centre image and the
image fromthe virtual camera. Next we will discuss our

Usually the 3D scene data consists of both left and rightrendering method.

images, accompanied by a left-to-right
Dir(XL) = Xgr- X. and/or a right-to-left fieldr (Xg) = XL - Xr.
As 3D scene data we use a single interpolated centge
with luminancel (X,Y) and the right-to-centre aentre-to-left
disparity D(X,Y). This has thdollowing consequences:irst,

disparity field

3.1 Geometric relation virtual and centre camera

The virtual camera is positioned &,(S, S)B, and has a
focal lengthS,comf. Everyscene poinP is projected onto the
virtual camera image according to:

the reconstructed scene will have diffuse reflection properties,
since to each scene point a single luminance value is assigne&xv D Sioomtf (P - S 0B/ HCD
P,-s,0BHP, -S,0B/ L[

(luminance is not a function of viewing position). Next, B{v
the centre imagehorizontally compressed by a factor two, Using (2) and (5), the virtuglamera image can be acquired by

(5)

occludedareas in left and right image will both be present in
resulting in half resolution. Finally the disparity is single
valued in the centre view position, thereby excludaogne
objects that are exactly in front of each other.

We chosethis format because it has several advantages.

First, in general the centre view is tm@st interesting view so
it is best to generate it at the transmitter using originadera
images, undistorted by aoding system. Secondly,

the

translating all points of the centre image according to:

D(VD_ S‘zoom (X~ %DD 0
B{VH 1- Sz [DEV %’Dm%

With R = H. / V¢, the pixel ratio of the camera.

(6)



Although the disparityD was calculated using a horizontal Fromthe reconstructed scene pdiif two light raysenter
displacement between the original cameitasfunction is the the viewereyes viathe centres of the irises. The left and right
same for botithe horizontal and vertical pixel displacement light ray intersect the display ifi. andTg, measured in pixels.

(apart from the pixel ratio). The determination of the left and right intersection points is
For-1<$<1,5=0,5=0 andSeom= 1, (6) is equal to  independent, so we will restrict ourselves to the synthesis of
normal image interpolation [1,8,9]. multi viewpoint imagegor a singleeye at positiory, Ey, E;
(with E; < 0). Rendering of images is done as described in
3.2 Image rendering section 3.

Based on a viewers eye at any positioand a reconstructed
scene poinP’ given bythe shiftQ, and (2), the intersection
Xr, Y7 of the light rayEP’ and the display is given by:

Two problems can be encountered whendering images
using (6). Pixels in the virtuamagemay becomeverdefined
(two or more assignments) or remain undefined (no
assignments). _ _ _ _ B X0 (E,/H,O
In the overdefined case multiple pixels of the ceirtrage -—[E, EE{EI*(Bf + QZHCED) v. O
. - . . X; O G y/ d []
are translated to the same pixel in the virtual canmaemge. 0=
Then we select thenethat is closest to the virtual camera, 0O O Bf +(Q, - E,)UH D
corresponding to maximal. With G = Ha/ He = Vg / Ve .

Plxﬂis|_th ufr;_d(_eflnteq flumln?nce_ |nththe3[\)/|rtual 'm(;aq[e aFre For two specificQ,, the general reconstructidarmula (7)
caused by Insufficient information in the scene data. Foreqyces to a lower complexity versidrirst, for Q, = 0 the

the generation of non-lnterme_dlate views, thisegy I|!<ely o disparity term in the enumerator disappears. This results in:
happen. Correct reconstruction of the scene is therefore

(7)

restricted to the part present in the 3D scene datavom -E, X0 [E,/H,O
clear visibility of the ‘holes’ in the reconstructed scene, we use x  Gf El{ Hf %y/vd % (8)
linear interpolation of the luminance based rgighbouring v = E H
pixels. U O 1_EZDTCED
4. SYNTHESIS OF IMAGES FOR Secondly, forQ, = E; the denominator in (7pecomes
SCENE RECONSTRUCTION constant. The reconstructed scene becomes ‘attached’ to the

In this section we will present an algoritiar the synthesis of ~ Viewer, which is very unnatural. Now we introduggs = Gf. If
images for anulti viewpoint 3Dvideo system. The aim is the Qz=Ez=-Zss (7) reduces to:
geometrically correct reconstructiontbe recorded scene on a [X;0 X0 (D-Dyee) (Ex O

stereo display. Fo,or—— 0 9)
Figure 3 showghe presentation side of the system. The ElYT U %{D B %y ERD

stereo display is centered in the presentation referieace With Defiser=B / Ha. This is equal to (6) WitBwom= 1,S, = 0
Opres The display image plane is spanned by two vectors withs( = E/B andS, = E/B plus a shift. This shift is equal to the
sizesHq and Vg, the horizontal and vertical pixel size. We  ghift encountered in stereo video systems [4].

assume that the display pixel ratidRsthe same as the ratio of

Using (9) in stead of(7), the viewer has freedom of
the camera.

movement only inthe horizontal and vertical direction, but the
Reconstructed system complexity is substantially lower.

y P’ For teleconferencing applicationtie camera baseline will
e be a little larger than thphysical size othe display. In that
oo case the shift will be so large that the original canaeges
do not overlap aall, making disparity estimation impossible.
Solutions forthis are the use of shifted lendd$ or a slightly
converging camersetup. If this is not possibleptionsare to

use (7) or to accept reconstruction errors

Left -
eyef - _
Viewer T S

Right
eye

Sterco digplay x
image pline 5. EXPERIMENTAL RESULTS
Figure 3: The presentation side Figure 4 showsthe left and right imagiom a typical

We select the reconstructed pdiit= P+Q with Q, a constant telec_onferencing applicati_on. Figure 5 shates dispari_ty fiel_d
andQ, = Q, = 0. The depth shif;is introduced heréor three and interpolated centre imagagcording tothe algorithm in

reasons. First, iteleconferencing it is desired to have a small S€ction 2 with. = 8. _ ] _
person to person distanc@econdly we wouldike to shift the Figure 6 shows synthesized virtual camera images generated

reconstructed scene to be centered in the display. Thi®y (6) and by (91) Wilthzero shift. Camera positions are
minimizes visual strain due toonflicts betweerconvergence S H{-1,0,1}, S0 {-%2,0,%}, § = 0 andSeom= 1. Objectively,
and accommodation ofhe eye [6].Finally, the complexity of the PSNR values afhe reconstr_ucted left ar_1d r_|ght images are
the synthesis algorithm drops for two specific choiced,of 41 dB. We evaluated these images subjectively anoao



display. The images look very good fof{ [§1.5 and |$ < 0.5. As expected, the scetmoks verygoodwhen viewed from the
With largerSvalues, the image quality degrades smoothly. appropriate position and becomes distodqaide heavily when

. - seen from other VieWpOintS.
subjectively evaluated agod, for viewingpositions not more
virtual cameras. on communications/ol. 42, No. 1, 1994, pp. 29-33

6. CONCLUSIONS
Figure 4: Original left and right camera images
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