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ABSTRACT

This paper investigates the problem of communicating
video over a broadcast channel. The broadcast channel
is expressed in terms of the channel capacity that exists
between the transmitter and each receiver in the broad-
cast area — Shannon’s separation theorem does not apply
for video communication over this class of channels. Digi-
tal (discrete time, discrete amplitude) and hybrid (discrete
time, discrete/continuous amplitude) transmission and video
coding methods are discussed. Joint source and channel
coding principles are employed to effectively couple these
methods to form efficient systems for communicating video
over broadcast channels. A framework is presented for char-
acterizing and bounding the performance of these systems;
the results lead to interesting directions for future work.

1. INTRODUCTION

Typical video communication systems are based on purely
digital source and channel coding methods. These systems
are usually optimized for point-to-point communication en-
vironments, in which one has a priori knowledge of the chan-
nel SNR or available bit rate. In this work, we address the
problem of video communication over broadcast channels,
in which a single transmitter delivers a coded video signal
to a number of receivers operating under a wide range of
channel SNRs. These channels are common in applications
such as indoor wireless communication and terrestrial tele-
vision broadcasting.

This paper is concerned with issues that arise when
communicating video over broadcast channels. It describes
the behavior of digital and hybrid transmission in a broad-
cast environment. The relevance of joint source/channel
coding is discussed and basic descriptions of digital and
hybrid video coding are given. The performances of the
resulting digital and hybrid systems are evaluated and the
relative merits of each system are discussed.

2. CONVENTIONAL APPROACHES

A number of bitstream-scalable, digital video coders have
been developed for progressive transmission of images and
video [1, 2]. In these coders, images and video are encoded
into prioritized data streams that can be decoded up to
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any point in the data stream to reconstruct video with
a quality that depends on the amount of decoded data.
However, these papers do not address the broader problem
of video communication. A number of multiresolution ad-
vanced television systems have been designed for terrestrial
video broadcasting [3, 4, 5]. This paper focuses on trans-
mitting single-resolution images and video over the broad-
cast channel using a joint source/channel coding approach;
this focus enables a better comparison between the various
approaches.

3. BROADCAST CHANNELS

In the broadcast channel, a single transmitter delivers a
signal to a number of receivers operating under a wide
range of channel signal-to-noise ratios (SNRs). The chal-
lenge in communicating video over broadcast channels is
to jointly optimize the video quality decoded by the vari-
ous receivers. Intuitively, an effective solution would enable
the video quality decoded by each receiver to depend on
the channel SNR - a higher SNR should result in higher
video quality. This property is often referred to as grace-
ful degradation because it describes the gradual decrease in
video quality that should occur with a gradual decrease in
channel quality.

The channel capacity dictates the maximum data rate
that a transmitter can deliver to a receiver across an addi-
tive white Gaussian noise channel with a given SNR, and
is given by C = log,(1 + SNR) in bits per 1-D sym-
bol. Shannon’s noisy channel coding theorem states that
for point-to-point communication, data can be transmitted
reliably at rates up to the channel capacity. In the broad-
cast channel, receivers with higher SNRs have the capacity
to receive higher data rates than those with lower SNRs [6].
The problem that remains is to find practical methods that
best utilize the available capacity in order to provide the
highest possible video quality to all the receivers.

In this work, we consider the transmission of discrete-
time signals over broadcast channels. These signals can
have discrete-amplitude and/or continuous-amplitude com-
ponents, which are hereafter referred to as digital and ana-
log components, respectively. We focus our investigation on
the performance of purely digital transmission methods and
hybrid digital /analog transmission methods over broadcast
channels.

Single-rate digital transmission involves sending a dis-
crete-time, discrete-amplitude signal over the channel. The
maximum data rate R is limited by the channel capacity of



the receivers operating at a threshold SNR. Thus, receivers
with a channel SNR that exceeds the threshold can decode
the data with rate R, while receivers with lower SNRs can
not decode any data. Figure 1 illustrates the decoded data
rate of an ideal digital system as a function of channel SNR.
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Figure 1: Digital transmission. The digital signal is character-
ized by the decoded digital data rate as a function of the channel
SNR. The dashed line shows the channel capacity as a function
of the channel SNR.

The concept of hybrid transmission was proposed by
Schreiber in [7]. The novelty lies in its improved use of
the channel capacity available in the broadcast channel.
The hybrid data stream is a discrete-time signal composed
of a digital discrete-amplitude component and an analog
continuous-amplitude component.

The hybrid signal is formed by first creating a digital
signal, and then superimposing an analog signal. A sim-
ple example of a one-dimensional signal space for a hybrid
data stream is shown in Figure 2. The signal can be de-
coded in the following steps. First, the digital information
is determined based on the polarity of the received signal.
In this step, the analog information is seen as noise. Once
the digital component is determined, it is extracted from
the hybrid signal and the remaining amplitude represents
the received analog value, which is degraded by the channel
noise.
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Figure 2: A simple one-dimensional hybrid constellation. The
hybrid signal is composed of a digital discrete-amplitude compo-
nent and an analog continuous-amplitude component.

Hybrid signal

The signal power of the transmitted hybrid signal, P,
depends on the powers of its digital and analog compo-
nents, P; and P,. If the components are independent then
Py = P;+ P,. Proper embedding of the digital and analog
components yields the following capacities and correspond-
ing SNRs without loss of efficiency [8]:

1 Py
Cq = 3 log, (1 4+ SNRy) SNRy = Pt N (1)
1 P,
Ca = 5 10g2 (1 -+ SNRa) SNRa = N (2)

The concept of “capacity” for the analog component is used
to indicate the maximum SNR (or fidelity) with which the

analog component can be received. In other words, the
capacity of the analog component is defined as the highest
rate at which a digital signal could be transmitted across
a channel with SNR,, which is determined by P,, P;, and
the channel SNR.

The received hybrid signal is characterized by the data
rate of its decoded discrete-amplitude component and the
SNR of its decoded continuous-amplitude component. Fig-
ure 3 shows an example of this data rate and SNR as a
function of channel SNR. This transmission scheme is effi-
cient in that the analog SNR results in an analog capacity
that equals the distance between the digital capacity and
the channel capacity for each receiver in the broadcast area.
The discrete-amplitude data rate and continuous-amplitude
SNR can be traded off by varying the power distribution
between the two components.
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Figure 3: Hybrid transmission. The hybrid signal is character-
ized by the decoded data rate of its discrete-amplitude compo-
nent and the received SNR of its continuous-amplitude compo-
nent as a function of the channel SNR. The dashed line shows
the channel capacity as a function of the channel SNR.

Multirate digital transmission can be viewed as a special
case of hybrid transmission in which the analog component
is restricted to a discrete number of amplitudes. This type
of transmission does not achieve true graceful degradation,
but achieves a property often referred to as stepwise graceful
degradation. For the sake of simplicity, we will not discuss
this topic any further.

4. VIDEO COMMUNICATION

Shannon’s source-channel coding theorem is often inter-
preted as the separation theorem, which states that sep-
arate source and channel coding is as effective as joint cod-
ing, i.e. the source and channel coders can be designed
separately without loss of optimality. This assumes that
the source coder removes all the redundancy from the data
and the channel coder reinserts the redundancy necessary
for reliable transmission across the channel. The rate of
the source-coded data equals the source entropy in the case
of lossless coding, and it equals R(D), the minimum rate
for a given distortion D, for lossy coding. Lossless coding
is seldom applicable in video communication environments
because of the large data rates inherent to video and the
narrow bandwidths of typical channels. Meanwhile, the ex-
istence of a lossy separation theorem for broadcast channels
is unknown at this time [9]. Even if such a theorem exists, a
number of practical issues would likely make it inappropri-
ate for video communication, e.g. long block-length codes



are impractical and source redundancy can not be com-
pletely eliminated. Thus, joint design of the source and
channel coders can be beneficial for video communication
over broadcast channels.

Common video coding techniques include transform cod-
ing and motion-compensated transform coding. In trans-
form coding, each video frame is coded independently with
transform coding techniques. Only the transform coeffi-
cients need to be coded into the transmitted data stream.
In motion-compensated transform coding, predictive meth-
ods are used to form a prediction of the current frame based
on previously coded frames, and the prediction error, known
as the residual, is coded with conventional transform coding
techniques. The prediction is completely specified by a set
of motion vectors which must be coded into the transmitted
data stream along with the residual transform coefficients.

The motion vectors are critical when reconstructing video
from a motion-compensated transform coder. For this rea-
son we assume that if motion compensation is used, the
motion vectors are accurately encoded into the digital por-
tion of the data stream. The problem that remains is to
code the residual transform coefficients into the transmit-
ted data stream. Since transform coding is essential for
both transform coding and motion-compensated transform
coding, the remainder of this paper considers the problem
of coding transform coefficients into a data stream that will
be transmitted over the broadcast channel.

A digital transform coder codes an input video signal
into a digital data stream as shown in Figure 4. The in-
put signal is transformed with an orthogonal transforma-
tion. The low-frequency (DC) coefficients are quantized and
coded into a digital data stream. The high-frequency (AC)
coefficients are also quantized. After quantization, many of
the low-amplitude coefficients are set to zero, and only the
locations and amplitudes of the nonzero coefficients need to
be coded into a digital data stream. The data rate required
to code the digital data is given by

R = RDC + Rlocation + Ramplitude (3)

where Rpc, Riocation, and Ramplitude are the digital data
rates needed to code the DC, AC location, and AC ampli-
tude information.
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Figure 4: Digital transform coding. In conventional digital
transform coding, the coefficients are quantized, and the location
and amplitude information of the nonzero quantized coefficients
are encoded into a digital data stream.

A hybrid transform coder was designed for hybrid trans-
mission [10, 11]. This coder encodes the transform coeffi-
cients into a hybrid data stream, which is composed of a
digital and an analog component as described in Section 3.
The hybrid video coder is shown in Figure 5. As in the
conventional digital system, the input signal is transformed
with an orthogonal transform and the DC transform coef-
ficients are quantized and coded into a digital data stream.
However, in the hybrid system the AC coefficients are not

quantized. Rather, a number of these coefficients are se-
lected for transmission and coded into a hybrid data stream.
The amplitudes of the selected coefficients are transmitted
in full precision in the analog component of the hybrid sig-
nal, and their locations are coded into the digital component
of the hybrid signal.

The hybrid signal can be characterized by the decoded
digital data rate and the received analog SNR which are
given by

R = Rpc + Riocation SNR = SNRamplitude (4)

where Rpc and Riocation are the digital data rates needed
to code the DC coefficients and the AC location data and
SNRamplitude is the received SNR of AC amplitude data.
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Figure 5: Hybrid transform coding. In hybrid transform coding,
transform coefficients are selected for coding. The DC coefficients
are coded separately into a digital data stream. The locations
of the selected AC coefficients are encoded into a digital data
stream, and the amplitudes are transmitted in full precision.

A generalization of this hybrid video coder can lead to
improved performance at the expense of added complexity.
In the method described above, the locations and ampli-
tudes of a set number of selected coefficients are encoded
into the digital and analog components of the hybrid data
stream. A more general representation would allow the data
to be ordered or packed more efficiently — the digital compo-
nent can be used to robustly represent the ordering infor-
mation and the analog component can be used to represent
the values of the ordered data. In this scenario, the digi-
tal component describes the ordering information while the
analog component contains the ordered data.

5. JOINT SOURCE/CHANNEL CODING

Achieving high performance in a video communication sys-
tem requires an effective matching of the source and chan-
nel coders. Similarly, the transmission methods described
in Section 3 must be carefully coupled to the video cod-
ing methods described in Section 4.! In this section, we
describe the digital and hybrid video communication sys-
tems. We characterize and bound the system performance
as a function of the channel SNR. This allows us to compare
the relative merits of the two systems for video communi-
cation over broadcast channels.

In the digital video communication system, combining
the video coding and transmission methods is quite straight-
forward. The broadcast area is specified by a threshold
SNR, and all receivers with a channel SNR exceeding the
threshold must be able to receive the video signal. Thus,
the maximum data rate is limited by the capacity of the re-
ceivers at the threshold SNR. Since the threshold SNR and
data rate are specified in advance, the task of the digital
video coder is to efficiently encode the video into a digital

!This is not meant to imply that source and channel coding
are precisely analogous to video coding and transmission.



data stream with the appropriate data rate. All the re-
ceivers in the broadcast area will decode the same video,
and the quality of this video depends on the capacity of the
receivers at threshold.

The hybrid video communication system delivers differ-
ent video qualities to receivers depending on their individ-
ual channel SNRs — receivers with higher channel SNRs can
decode higher-quality video. In this system, a percentage
of the transform coefficients are selected for coding. The
locations of the selected coefficients are coded into a digital
data stream (discrete time, discrete amplitude), and their
amplitudes are coded into an analog data stream (discrete
time, continuous amplitude). The hybrid signal power can
be traded off between the digital and analog components
to achieve the desired distribution between the digital data
rate and analog SNR. Digital transmission is used to ro-
bustly communicate sensitive video data such as motion
vectors and coefficient location information while analog
transmission is used to transmit less sensitive data types
such as coefficient amplitude information.

Notice that in the digital system, the selection pro-
cess implicitly occurs during quantization. After quanti-
zation, the coefficients with nonzero amplitudes are the se-
lected coefficients. Selection by quantization ensures that
the largest-amplitude weighted coefficients are coded into
the data stream. This optimizes the reconstructed video for
the given number of coefficients in a weighted least-squares
sense, but it does not necessarily optimize the performance
for the total data rate. In hybrid video coding, the selection
process is more general in that any set of coefficients can
be selected for transmission as long as it can be coded into
a hybrid data stream that meets the requirements of the
system. When designing a selection scheme, consideration
must be given to a number of criteria, including the visual
quality of the reconstructed video, the data rate needed to
represent the location data, and the noise performance of
the amplitude data.

The sources of error can be categorized into two classes:
the error from the unselected coefficients and the error from
the selected coefficients, keeping in mind that the set of se-
lected coefficients is not necessarily the same in the two
systems. In both systems, the error from the unselected co-
efficients equals the energy in those coeflicients. The error
from the selected coefficients, however, has different sources
in the two systems. In the digital system, the error is due to
the discretization of the amplitudes during the quantization
process, and is the same for all the receivers in the broadcast
area. In the hybrid system, the selected coefficient ampli-
tudes are not discretized; rather, they are transmitted in
full precision. However, channel noise degrades these val-
ues during transmission. Thus, the selected coefficients are
received with a fidelity that depends on the channel SNR.

The video communication system can be characterized
for broadcast channels by plotting the decoded video qual-
ity as a function of channel SNR. For the digital system,
the quality is constant for all receivers with channel SNRs
that exceed the threshold. This video quality is limited by
the unselected coefficients and the discretized amplitudes of
the selected coefficients. For the hybrid system, the quality
starts at some baseline value for the threshold receivers and
increases with the channel SNR. The improvement contin-

ues until the selected coefficients are received with their full
precision, at which point the quality saturates and stays
constant for higher channel SNRs. Thus, the video qual-
ity is limited by the unselected coefficients and the channel
noise on the selected coefficients. Notice that in this simple
system, the maximum quality is limited by the coefficients
that were not selected for transmission.

The performance of the hybrid video communication
system can be improved by using a more sophisticated hy-
brid video coder in conjunction with the hybrid transmis-
sion scheme. By more efficiently packing the data into the
hybrid data stream, both the rate of improvement and the
point of saturation can be increased. The authors are cur-
rently investigating these possibilities. This problem is simi-
lar but not identical to the problem addressed by bit-stream
scalable image and video coders [1, 2]. The difference lies
in the distinction between the analog and digital compo-
nents of the hybrid data stream. In essence, the hybrid
video transmission problem can be viewed as a two-channel
problem in which the digital component can be used to ro-
bustly deliver important data over a reliable channel while
the analog component can be used to transmit less sensitive
data over a noisy channel.
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