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ABSTRACT

This paper describes a novel design of neural network
based speech recognition system for isolated Cantonese
syllables. Since Cantonese is a monosyllabic and tonal
language, the recognition system consists of a tone rec-
ognizer and a base syllable recognizer. The tone recog-
nizer adopts the architecture of multi-layer perceptron
in which each output neuron represents a particular
tone. The syllable recognizer contains a large num-
ber of independently trained recurrent networks, each
representing a designated Cantonese syllable. Such a
modular structure provides greater exibility to expand
the system vocabulary progressively by adding new syl-
lable models. To demonstrate the e�ectiveness of the
proposed method, a speaker-dependent recognition sys-
tem has been built with the vocabulary growing from
40 syllables to 200 syllables. In the case of 200 sylla-
bles, a top-1 recognition accuracy of 81.8% has been
attained and the top-3 accuracy is 95.2%.

1 INTRODUCTION

During the past decade, speech recognition technol-
ogy has undergone signi�cant progress and a number
of practical applications have been successfully devel-
oped. Nevertheless, much remains to be done before
machines can understand natural speech with human-
like performance. Indeed, there exist multi-disciplinary
problems and di�culties in speech recognition research.
They are due to speech variabilities at di�erent lev-
els, some of which are well understood while the oth-
ers are not [1]. On one hand, acoustic variabilities are
caused by speaker variation, environmental condition,
etc. These can be modeled e�ectively using statisti-
cal techniques, such as hidden Markov models (HMM)
and arti�cial neural networks (NN). On the other hand,
speech is language dependent and each language has
its own properties. Such linguistic variabilities present
an even more challenging problem since most existing
methods have been developed mainly for spoken En-
glish and may not be appropriate for other languages,
especially for those non-alphabetic ones like Chinese.

There are many di�erent Chinese dialects. For
historical reasons, Mandarin or Putonghua has been
adopted as the \o�cial" standard of spoken Chinese.
In the area of speech recognition, Mandarin has also re-
ceived most attention [2-4]. Among the other Chinese
dialects, Cantonese has found its special importance of
being used by tens of millions of people in Hong Kong
and the rapidly developing Southern China economic
zone. Moreover, Cantonese has a number of interest-
ing linguistic features which make it very di�erent from
Western languages and even Mandarin. A good under-
standing of these features is important for the develop-
ment of high performance speech recognition system.

Cantonese is a monosyllabic and tonal language.
Each Chinese character is pronounced as a single syl-
lable associated with a speci�c lexical tone. There are
approximately 1,450 distinguishable tonal syllables be-
ing used in contemporary Cantonese. If the di�erence
in tone is disregarded, the number of so-called base
syllables is reduced to about 580. Each base syllable
can be divided into an Initial and a Final. The Ini-

tial is an optional consonant while the Final can be a
simple vowel, a diphthong, a vowel-nasal or vowel-stop
combination. Cantonese has nine di�erent tones which
consists of six non-entering tones (labeled as 1 { 6) and
three entering tones (7 { 9). The entering tones occur
exclusively in syllables with stop endings /p/, /t/ and
/k/. Therefore they have short duration and abrupt

energy drop at the syllable ending [5,6].

For speech recognition of a monosyllabic language, it
is natural and reasonable to choose syllable as the basic
recogniton unit. Automatic recognition of a Cantonese
syllable requires parallel identi�cation of the base syl-
lable and the lexical tone. In our previous work, these
two sub-problems have been studied extensively and a
set of neural network based recognition techniques have
been successfully developed [6-8]. In this paper, we
shall describe the novel design of an integrated recog-
nition system for isolated Cantonese syllables. Experi-
mental results on speaker-dependent recognition of 200
commonly used Cantonese syllables will be reported to
demonstrate the e�ectiveness of the proposed method.



2 THE SYSTEM DESIGN

As shown in Figure 1, the recognition system has two
major components: a multi-layer perceptron based
tone recognizer (TR) and a recurrent neural network
based syllable recognizer (BSR). The outputs of TR
and BSR are combined by an integrated algorithm to
produce the ultimate recognition result.
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Figure 1: The proposed recognition system

Tone Recognizer (TR)

Tone is basically a feature of pitch movement over the
entire syllable. For Cantonese in particular, tone iden-
ti�cation relies on both pitch level and temporal pitch
variation. Furthermore, tone duration and energy vari-
ation are also important to distinguish entering tones
from non-entering tones.

In [6], we have proposed an e�ective method of using
multi-layer perceptron (MLP) network for recognizing
Cantonese lexical tones. The MLP contains three lay-
ers, namely the input layer, the hidden layer and the
output layer. The input layer has 5 neurons, each ac-
cepting a supra-segmental feature parameter. These
parameters include: initial pitch (PI), �nal pitch (PF ),
pitch rising index (IR), tone duration (D) and energy

drop rate (RD). All of them are derived from the voice

portion of the input syllable. A normalization proce-
dure is employed to reduce undesirable variations of the
feature parameters which may be caused by speaker
di�erence and other unknown factors.
The output layer of MLP contains 9 neurons. Each of

them represents a particular tone of Cantonese. Tone
recognition is performed by the \winner-take-all" rule.
That is, the output neuron with the highest activation
level indicates the recognized tone.
In the recognition experiment with a tone-balanced

speech corpus and 10 speakers (5 male and 5 female),
an accuracy of 87.6% has been attained using the above
method. This performance is found to be comparable
with the results of human listening tests.

Base Syllable Recognizer (BSR)

While the tone recognizer utilizes multi-layer percep-
tron as a static pattern classi�er, the base syllable rec-
ognizer is composed of dynamic recurrent neural net-
works (RNN). The recognizer input is a sequence of
short-time spectral feature vectors. Each vector has 16
components which include energy, delta energy, LPC
cepstral coe�cients and delta cepstral coe�cients.
For each base syllable, a fully connected RNN is

trained independently to capture its static and dynamic
features [7]. The occurrence of each phonetic compo-
nent is represented by a particular output neuron in the
RNN. To represent the temporal relation among these
components, the output neurons are required to be ac-
tivated one after another, following a speci�c sequential
order. In addition, the activating periods of individual
output neurons indicate duration of the corresponding
phonetic components.
As shown in Figure 1, the BSR consists of a number

of RNN syllable models. The recognition process is to
identify the best matching syllable model for the input
utterance. The reasons of adopting such a one-class-
one-network modular structure are multi-fold. Firstly,
we consider each Cantonese syllable as an unseparable
and unique entity. A dedicated RNN can character-
ize its acoustic variation, both static and dynamic, in
a more accurate and e�ective way. Secondly, training
a large RNN is very time consuming and may have
stability problem. By decomposing it into smaller sub-
networks, the training e�ciency is improved and the
training process becomes more tractable so that un-
stable cases can be identi�ed and handled. Thirdly,
the modular structure o�ers greater exibility to ex-
pand the recognition vocabulary. This can be done in
a fairly straightforward manner by adding new sylla-
ble models and does not require re-con�guration and
re-training of the whole system.
Let the RNN models be denoted as BS1, BS2, � � �,

BSN respectively. Given an input utterance, the best



matching base syllable is obtained via a multi-pass
selection-by-elimination process:

Pass 1 { preliminary selection

Let P̂max and P̂min be the maximum and
minimum normalized pitch which are ob-
tained directly from the tone recognizer.
For high and at tones like tone 1 & 7, a
fairly high pitch level is generally expected
whilst tone 4, 6 & 9 have lower pitch. The
two rising tones, i.e. tone 2 & 5, usually
exhibit a large di�erent between P̂max and
P̂min. Accordingly certain number of un-
likely syllables can be eliminated by the fol-
lowing heuristic rules:

1) If P̂max < 1:1, the syllable could not be
tone 1, 2 and 7;

2) If P̂min > 1:5, the syllable could not be

tone 2, 4, 5, 6 and 9;

3) If P̂max � P̂min > 0:6, the syllable could

not be tone 1, 3, 4, 6, 8 and 9;

Pass 2 { state sequence screening

This will eliminate syllable models in which
the activation of output neurons fail to fol-
low the desired sequential order

Pass 3 { duration screening

This will eliminate syllable models that vio-
late the pre-determined segmental duration
constraints. For example, in the entering
tone syllable /sap/ (\ten"), the fricative /s/
should have a fairly long duration while the
vowel /a/ must be very short. In prac-
tical applications, duration constraints are
derived from training data.

Pass 4 { nearest model selection

For each eligible syllable model BSn, an er-
ror function E(n) is calculated as time aver-
age of the squared distance between the ac-
tual output and target output of the RNN.
Then the model with the smallest E(n) is
selected as the recognition result.

To improve discrimination capability of the BSR,
an MCE/GPD based discriminative training algorithm
has been developed. Furthermore, the error function
E(n) is modi�ed to equalize the e�ect of all phonetic
constituents in the syllable, regardless of their duration
di�erence [8,9].

Integrated Recognition Algorithm

To facilitate the design of an integrated recognition al-
gorithm, the outputs of TR and BSR are re-formulated.
For each input utterance, we consider the best 5 base
syllable candidates from the BSR, which are denoted

as BSv1 to BSv5 (v1, � � �, v5 � N ). The a posteriori

probability of BSn (1 � n � N ) is estimated as

PBS(n) =

(
[1=E(n)]kP
5

l=1
[1=E(vl)]k

BSn in the best 5

0:0 otherwise
(1)

where k � 1 is a constant integer.
As for the TR, all of the nine tones are considered.

Let Yi denote the activation level of the ith output
neuron (0 � Yi � 1) in the MLP. The a posteriori

probability of tone i (1 � i � 9) is calculated by

PT (i) =
YiP9
j=1 Yj

(2)

If BSn and tone i together form a phonologically
allowed Cantonese syllable, a probabilistic likelihood
measure can be computed from

PTS(n; i) = PBS(n) �PT (i) (3)

Then the tonal syllable with maximum value of
PTS(n; i) is taken as the ultimate recognition result [5].

3 SIMULATION EXPERIMENTS

Currently we are working on a speech corpus of 200
Cantonese syllables which are commonly used to de-
scribe numbers, time, people, actions, etc. Counting
all frequently used homonyms, the 200 syllables corre-
spond to about 910 Chinese characters. Table 1 shows
the proportions that these characters occupy in vari-
ous text passages. In terms of phonetic coverage, it
contains 19 Initials (out of 20), 44 Finals (out of 53)
and all of the nine tones (Table 2). The total number
of base syllables is equal to 166 (out of 580).
Three male speakers were asked to read all syllables

in isolation. Each speaker contributed 12 sets of speech
data, half of them (18 utterances for each syllable) are
used for system training and the other half for perfor-
mance evaluation.
As described in Section 2, the tone recognizer is a

three-layer feed-forward network. In this particular
application, 35 hidden neurons are used. The conven-
tional error backpropagation algorithm is applied to
train the MLP. The training is terminated if no further
improvement can be attained for the training data.
A small-scale recognition system is constructed �rst

for a sub-set of 40 syllables. For each base syllable,
a fully connected RNN with 12 neurons is trained us-
ing an iterative re-segmentation algorithm [7]. This
training algorithm does not require pre-segmentation
of training data but attempts to estimate the optimal
phonetic segmentation during the training process. Af-
ter the independent training, discriminative training is
carried out among the 40 RNN models until the recog-
nition accuracy can not be further improved.



Newspaper text Phrase dictionary Governor's Address

39% 32% 48%

Table 1: Text coverage of the 200 Cantonese syllables

Initials Finals

L-C IPA L-C IPA L-C IPA

b p i i eng "n

d t yu y eon �n

g k u u oeng �n

gw kw e " ong Cn

p ph o C am am

t th aa a an an

k kh ui ui aam am

l l ei ei aan an

w w eoy �y aang an

j j oi Ci it it

m m ai ai ik Ik

n n aai ai yut yt

ng n iu iu ut ut

s s/s ou ou uk 
k

f f au au eot �t

h h aau au ok Ck

dz ts/ts im im ap ap

ts tsh/tsh in in at at

ing In ak ak

yun yn aat at

un un aak ak

ung 
n m m

Table 2: A list of Cantonese phonemes covered in the
speech corpus (L-C is a Cantonese romanization system
adopted at Dept. of EE, CUHK)

By making use of the modular structure of BSR, we
can expand the system vocabulary progressively to in-
clude 80, 120 and eventually cover the entire corpus.
This is done by applying the following pragmatic train-
ing procedures:

(1) individual training of the new syllable models
(2) discriminative training among the new models
(3) discriminative training for the whole system

Step (1) & (2) cover basic training of the RNNs while
step (3) represents the additional training due to the
introduction of new syllable models. In our simulation
experiments, it is observed that only a small number
of training cycles are needed to complete step (3).

Table 3 shows the recognition performance of the
proposed system. As the vocabulary being expanded,
the top-1 recognition accuracy decreases signi�cantly
while the top-3 accuracy keeps at a fairly high level.
In fact, a large proportion of the recognition errors are
due to pairwise confusion of syllables. These syllables

usually share the same or similar Final part. In some
cases, even human listeners are unable to distinguish
them reliably if no contextual information is provided.
For example, /baat8/ (\eight") and /baak8/ (\hun-
dred") are completely confused since the stop /t/ and
/k/ are glottalized in Cantonese. If such completely
confused syllables are grouped into the same class, the
top-1 recognition rate is improved to 85.4%.

Vocab. Accuracy %

size Top-1 Top-2 Top-3

40 96.9% 99.2% 99.9%

80 91.5% 98.3% 99.1%

120 88.1% 94.0% 97.3%

200 81.8% 89.8% 95.2%

Table 3: Recognition performance

Further investigation on expanding the vocabulary size
and improving the recognition results are still undergo-
ing. But this pioneer work on automatic recognition of
Cantonese serves as a milestone for future development
in this interesting area.
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