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ABSTRACT

A neural network model based on a non-uniform unit for
speaker-independent continuous speech recognition is pro-
posed. The functions of the neural network model include
segmenting the input speech into sub-word units, classifying
the units and detecting words, and each of them is imple-
mented by a module. The recognition unit we propose can
includes arbitrary number of phonemes in a unit, so that it
can absorb co-articulation e�ects which spread for several
phonemes. The unit classi�er module separates the speech
into stationary and transition parts and use di�erent pa-
rameters for them. The word detector module can learn
all the pronunciation variations in the training data. The
system is evaluated on a subset of TIMIT speech data.

1. INTRODUCTION

In speech recognition, neural network models have been
considered because of the potential of providing massive
parallelism and robustness in hardware faults. A number
of neural network models have been used for isolated word
recognition or speaker-dependent continuous speech recog-
nition. Recently, neural network models have been also
proposed for speaker-independent continuous speech recog-
nition, but most of them are hybrid systems with hidden
Markov models [1], and there are few pure connectionist
approaches for that task. In our approach, all the func-
tions from speech segmentation to word detection are im-
plemented by neural networks.
The proposed system is based on segmental approach

which has an advantage over frame-based techniques that
by looking at a whole segment at once, we are able to take
advantage of the correlation that exists among frames of
a segment and be able to model the time dependence of
spectral features. Most of the segmental approaches ob-
tain segments from utterances by iterations [1], or shifting
windows in time [2], so they require a large amount of com-
putation time. In our approach, the utterance is segmented
into acoustic segments by using a simple neural network
structure without iterations and shifting windows during
the recognition, by de�ning a non-uniform unit [3].
The non-uniform unit de�ned in this research has seg-

mentation boundaries at stationary points, so that the seg-
mentation result is relatively stable. A unit can have an
arbitrary number of phonemes in itself, so it can absorb
co-articulation e�ects which spread for several phonemes,
and it has a transition part in the middle of the unit, so
the system can model the temporal representation of the
transition part.
The system is composed of three modules. The �rst mod-

ule segments the utterance into non-uniform unit segments,
and the segments are classi�ed by the second module which

uses di�erent parameters for the transition and the station-
ary parts of the unit. The third module detects words from
the classi�ed unit series. The module can learn all the pro-
nunciation variations of the words in the training data.

2. STRUCTURE OF THE SYSTEM

Figure 1 shows the structure of the system. The system
consists of three modules: segmentation, unit classi�cation,
and word detector modules.

2.1. The Segmentation Module

The input feature vector stream is segmented by the seg-
mentation module, which has three layers, REG, STM, and
MIN layers. The REG layer calculates the regression co-
e�cients of input vectors by shifting a time window. The
output of mth neuron at time t, rm(t) is

rm(t) =

NX
n=�N

xm[t+ n] �wr
n; 1 �m � p (1)

where the input xm[t] is mth component of mel-cepstral
coe�cients at time t; N = 3 decides the size of the window;
p = 14 is the analysis order; and the weights are �xed to
wr
n = n.
The output value of the STM layer at time t, s(t) is the

spectral transition measure [4].

s(t) =

pX
m=1

j rm(t) j �w
s
m (2)

The MIN layer detects the points where the outputs of
the STM layer are local minima. The output value Mt at
time t is

Mt = fh(

NX
n=�N

fh(s(t+ n)� s(t))� �M ) (3)

where the function fh() is the hard limiting nonlinearity,
and �M = 2N � 0:5 is a threshold. The point where the
output of the MIN layer is active becomes a boundary of a
segment.

2.2. The Unit Classi�cation Module

A segment is normalized to seven vectors by resampling it.
One input vector is selected from tpth frame, where the
spectral transition measure has a peak value. Two vectors
are selected at the two stationary frames ts and te, which
are at the ends of the segment. The rest of the vectors are
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between those frames. That is, the input consists of the
seven frames,

t1 = ts (4)

t2 = ts + b(tp � ts)=3c (5)

t3 = tp � b(tp � ts)=3c (6)

t4 = tp (7)

t5 = tp + b(te � tp)=3c (8)

t6 = te � b(te � tp)=3c (9)

t7 = te (10)

The vectors close to the ends of a segment are fed to the sta-
tionary layer, and all seven vectors are fed to the transition
layer. The features for the stationary layer are mel-cepstral
coe�cients, and those for the transition layer are delta mel-
cepstral coe�cients which can represent the dynamic nature
of the utterance.
The activation Aj for jth output neuron of the acoustic

unit layer is

Aj = fh(�U �

7X
i=1

k ~ws
ij � ~mik � �

7X
i=1

k ~wt
ij �

~dik) (11)

where ~ws
ij;

~wt
ij are weight vectors between jth neuron of the

acoustic unit layer and ith neuron of the stationary and the

transition layers, respectively. ~mi; ~di are ith input vectors
of mel-cepstrum and delta mel-cepstrum, respectively, and
� = 7. The neurons of the acoustic unit layer are linked to
those of the phonetic unit layer in the word module.

2.3. The Word Detector Module

The word detector module plays the roll of the lexicon
in this system. The module is trained by the phoneme
transcriptions in the dictionary and by the training ut-
terances as shown in Figure 2. Let a word w be com-
posed of n phonemes p1; p2; :::; pn in the dictionary, and
the word w be transcribed by the phonemes qk; qk+1; :::; ql
(0 < k � l � M) in a training sentence with phoneme tran-
scription q1; q2; :::; qM . A word output node has its own set
of nodes which represents the n phonemes p1; p2; :::; pn in
the phoneme layer.

The phonemes pi (0 < i � n) and qj (k � j � l) are
matched by dynamic programming as in Figure 2 (a). After
segmentation, a segment s is labeled as [qs; qs+1; :::; qt] (0 <
s < l and k < t) by the phonemes included in the segment
as in (b). If a phoneme qj(k � j � l) in the segment s
is matched to a phoneme pi, then a link is added between
the node for the segment s in the phonetic unit layer and
the node for the phoneme pi in the phoneme layer as in (c).
For more training data with the same words, the new unit
nodes are linked to the phoneme layer nodes by the same
procedure.
A neuron in the phonetic unit layer is activated when the

corresponding neurons in the acoustic unit layer are acti-
vated. The phonetic units are classi�ed by the phonemes
included in the units, and the acoustic units are distin-
guished by the acoustic distances between the units. The
mapping is needed because the words can be described by
phonetic units, and the input signal can be easily trans-
formed to acoustic units. The value of ith neuron Pw

i [t]
in the phoneme layer of the word w according to the input
from the phonetic unit layer at time t is

Pw
i [t] =8>>>><
>>>>:

max(Pw
i [t� 1];max

k
(Uk[t]))

if Bw
i = 1 and Fw

i = 1
max
k

(Uk[t]) if Bw
i = 1 and Fw

i = 0

Pw
i [t� 1]� d if Bw

i = 0 and Fw
i = 0

and Pw
i [t� 1] > d

Pw
i [t� 1]� Pw

i [t� 1] otherwise:
(12)

B
w
i =

n
1; if Pw

i�1[t� 1] > 0 or i = 0;
0; otherwise: (13)

F
w
i =

n
1; if Pw

i+1[t� 1] > 0 or i = 0;
0; otherwise: (14)

where Uk[t] is kth neuron in the phonetic unit layer at time
t, which is linked to Pw

i , 1 � i � Lw, Lw is the number of
phonemes in the word w, and d is a constant. The neurons
in the phoneme layer are activated only when they are ac-
tivated in order. Otherwise, the value of Pw

i is decreased
by the constant d.
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Figure 2. Training the word detector module

Finally, the output of the word module Ow[t] which cor-
responds to the word w at time t is

O
w[t] = fh(

LwX
i=1

P
w
i [t] �w

w
i � �w) (15)

where �w is the threshold for the word w, and ww
i = 1=Lw.

The activation of an output neuron means the detection of
the word w ending at time t.

2.4. Training the network

The modules are trained by supervised Hebbian learning
using phoneme-labeled speech data, except the segmenta-
tion module which is �xed. After a recognition process, if a
word is not recognized correctely, the segments that caused
errors are used for training. A segment is de�ned as a unit
by the phonemes included in it. If the unit corresponding
to the segment has not been de�ned, a node for the unit
is added to the acoustic unit layer. If the unit is already
trained with other utterances, the links are updated. A
node for a word is added whenever a new word presents in
the training utterance.

3. EXPERIMENTAL RESULTS

The system is simulated on a workstation. A 16 msec Ham-
ming window is applied to the speech for every 8 msec, and
14th-order LPC cepstral coe�cients are extracted. Table 1
shows the experimental conditions and a part of the results.
A subset of TIMIT (SX set) is used to test the system. We
select two test sets with the vocabulary size of 520 and 1000
each. The 520 words set is used to investigate the properties
of the system, and the 1000 words set is used to compare
the performance with other systems.
As a result, 5068 units are de�ned in the training of 520

words set, and 59.3% (2413) of the total 4077 units in the
test data are classi�ed correctly as one of the ten candidates.
Figure 3 shows the receiver operating characteristic (ROC)
curve for the 520 words spotting experiment. When we
select only the �rst one word candidate at any point to
get a sentence recognition result with no grammar, that is,

Table 1. Experimental conditions and some results

stationary

900

150

594

368

(72+296)

103

(9+94)

5068

4077

59.3

77.8

stationary

1782

381

1213

623

(190+433)

215

(53+162)

7902

7986

57.5

65.5

No.of

sentences

No.of

speakers

(female

+ male)

No.of

units

training

test

training

test

defined

test

transition

900

150

594

368

103

5339

5710

48.3

51.2

520  wordsvocabulary

segmentation

1000 words

% unit correct

% word correct

test keywords

when the perplexity is 520, the word detection rate is 77.6%
at 23.6 fa/kw/hr. 10.1% (411) of the units in the test data
are unseen units, and 13.5% (80) of the words are missed
because of the unseen units. This indicates that 59% of
the errors are due to the unseen units. The system can be
improved by training with the unseen units.
We also evaluate the system by using the points where the

values of the spectral transition measure are peaks rather
than valleys for the segmentation boundaries, to show that
using stationary points is more e�ective. 5339 units are
de�ned and 48.3% of a total of 5710 units are classi�ed
correctly. Figure 3 shows the comparison of the two cases.
The result shows that by using the valley of the spectral
transition we can achieve a detection performance rate 50 %
higher than that by using the peaks.
The system is compared with dynamic time warping [5]
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where words are basic units. All the frames in the test
sentences are considered as start points, and the frames
from 1/2 to 3/2 of the length of a reference pattern from
the start points are considered as end points. Six utterances
of each word are used as references. Figure 3 shows that the
experiment using dynamic time warping gives much lower
performance than those using the proposed neural networks.
The units de�ned in this research have two parts, station-

ary and transition. To show the e�ect of each parameter
on each part of the unit, we change the input range of each
parameter and evaluate the performance. Figure 4 shows
the di�erent con�gurations of the input vectors and the
recognition results. The seven circles in a row indicate the
seven vectors taken from each segment, and the black circles
represent inputs to the network. As a result, mel-cepstral
coe�cients at the center of a unit, where the spectral transi-
tion peaks, have a negative e�ect on the recognition perfor-
mance. However, delta mel-cepstral coe�cients are e�ective
at the stationary points as well as at the transition points.
In the simulation, the units are pre-selected by using only

the two vectors at the ends of the segments, because it takes
too much time to evaluate all the activation values of the
acoustic unit layer. The number of neurons in the acoustic
unit layer that need full calculation can be reduced to about
10% of the total number of neurons, with the word detection
rate unchanged.
Table 2 shows the execution time of the system, when it

Table 2. Execution time

2569 sec  (43 min)

1802 sec  (18 min)

0.7  real time

429 sec  (7 min)

437 sec  (7 min)

1.0 real time

6870 sec  (114 min)

4260 sec  (71 min)

0.6 real time

1127 sec  (19 min)

1868 sec  (31 min)

1.6 real time

test

data

data

520  wordsvocabulary 1000 words

training

data
cpu

time

cpu

time

data

is simulated on an Ultra Sparc Workstation. As the table
shows, the recognition time in 520 words task is 437 seconds
for the speech data of 429 seconds long, so we can say that
the system works in real time for the task. In 1000 words
task, the system required 1.6 times of the real time.
The training time for both the tasks is less than real time,

because the training process is incremental learning , that is
a new class is added to the system only when there are errors
during the test with the training data. In the beginning of
the training process, the number of word classes and unit
classes is small, so it takes only a small amount of time
for testing. The number of classes increases as the training
speech data is added in the training process.

4. CONCLUSIONS

We have presented a neural network for speaker-
independent continuous speech recognition based on non-
uniform units. The network segments the utterance into
acoustic segments, classi�es the segments into unit classes,
and detects words. All the functions are implemented by
neural network modules with simple structures. Experi-
mental results demonstrate that using the stationary part
of the speech as a segmentation boundary is more e�ective
than using the transition part. Using di�erent parameters
for stationary and transition parts of the unit is also shown
to be e�ective. The system can be trained and can recog-
nize continuous speech in real time by virtue of the simple
structure.
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