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ABSTRACT

A new approach to the problem of time series classi�ca-

tion is discussed in this paper. A new adaptive classi�ca-

tion scheme is introduced and compared with existing ap-

proaches, such as the Bayesian approach and the Incremen-

tal Credit Assignment approach. Simulation results are in-

cluded to demonstrate the e�ectiveness of the new method-

ology.

1. INTRODUCTION

Adaptive classi�cation of time series is a problem which is

encountered in many real word applications, such as non-

linear systems with unknown parameters, target tracking,

recon�gurable systems, EEG diagnosis and speech identi�-

cation [1]- [2]. The usual formulation of such a problem is

that it is assumed that the observable time series y(k); k =

1; 2; ::: is generated by an unknown source model S(�i)

where �i is a parameter which completely characterizes the

model taking values in a �nite set � = (�1; �2; :::; �n) . The

objective of an adaptive classi�cation scheme is to recur-

sively identify the source model which generates the time

series by selecting the optimal value for the parameter �

[1].

Such schemes achieve their objective by utilizing a bank

of predictors each matched to an assumed source model la-

beled by the appropriate parameter S(�i) . In the sequence,

each predictor is used to generate an on-line estimate of the

next available observation of the series y(k) utilizing the

past values (y(k� 1); y(k� 2); :::; y(1)) . Based on the cor-

responding prediction errors the model which best �ts the

data is selected by the classi�cation procedure. In this pa-

per, we utilize neural network based predictors, each one

trained o�-line with labeled data from a particular source

model, to generate the corresponding prediction errors used

by the classi�cation scheme.

The �rst approach utilized for the solution of the above

problem is the Bayesian one. In the context of the Bayesian

solution, the random variable � is assumed taking values

in the set � = (�1; �2; :::; �n) . The Bayesian classi�ca-

tion scheme assumes that at time index k the sequence

(y(k); y(k � 1); y(k � 2); :::; y(2); y(1)) has been generated

by the source model S(�̂(k)) (as it is approximated by the

corresponding neural predictor), with �̂(k) = �j which has

the maximum a-posteriori probability

pj(k) = Prob(� = �j j(y(k); y(k� 1); :::; y(1))) (1)

with a-priori probabilities pj(0) = Prob(� = �j jk = 0) = 1

n

considering all models to be equiprobable. The maximum

a-posteriori probability can be calculated recursively using

Baye's rule, presented in [3] and applied initially within the

context of neural networks in [1], [4] and later used in [2],

[5].

Following the approach in [1] the a-posteriori probability

for the j
th neural predictor, with j = 1; 2; :::; n is calcu-

lated recursively as follows:

pj(k + 1) =
f(y(k + 1)j((y(k); y(k� 1); :::); �j)pj(k)P
n

i=1
f(y(k + 1)j((y(k); y(k� 1); :::; �i)pi(k)

(2)

The calculation of the a-posteriori probability pj(k) de-

pends on the form of the neural network predictor ŷj(k) =

f̂((y(k); y(k � 1); :::; y(1)); �j) used to approximate the ac-

tual time series y(k) under the assumption that the time

series is generated by the source model S(�i) for j =

1; 2; :::; n . Multilayer perceptrons with sigmoidal neurons

trained with the backpropagation rule are used as predic-

tors in this paper.

In the Bayesian context the time series is attributed to

the source that maximizes thea-posteriori probability. How-

ever, there are some problems associated with the Bayesian

methodology. Most notably, these are due to the computa-

tional complexity of its implementation and its sensitivity

to outliers. To overcome these limitations, a new classi�ca-

tion methodology, the so-called Incremental Credit Assign-

ment (ICRA) was introduced recently [5]. Starting from

the Bayesian calculation of the a-posteriori probabilities,

this classi�cation schemes classi�es the time series to the

i
th source which maximizes the following recursively calcu-

lated quantity:

qi(k) = qi(k� 1)[1 + 
(g(e(k)i)�
Xn

j=1

qj(k � 1)g(e(k)j))]

(3)

where q(k)i is the quantity associated with the i
th source

at time instant k and g(e(k)) is the error in prediction

de�ned as in the case of Bayesian learning.

Although this approach seems more general than the

Bayesian one, it is still sensitive to outliers, since the same

methodology is used to calculate the errors between the ac-

tual source and the i
th assumed model. In addition, it is



obvious through inspection that the ICRA credit function,

is as computationaly complex as the Bayesian approach of

(2). Therefore, a new classi�cation scheme which is ro-

bust to non-Gaussian noise and computationally attractive

should be introduced. Such an approach is discussed in the

next section.

2. NEAREST NEIGHBOR CLASSIFICATION

In this section we consider an improved and robust classi�-

cation scheme. The new scheme is simple, robust to possi-

ble outliers, and is shown to result in classi�cation results

comparable to that of the Bayesian rule with a simpler im-

plementation.

As for the Bayesian approach, a bank of neural network-

based predictors are trained o�-line using labeled data. In

the sequence, during the on-line phase we de�ne the instan-

taneous prediction error êj = �(y(k)� ŷ(k)) , k = 1; 2; ::: ,

j = 1; 2; ::; n , where �(:) is a robust function of the pre-

diction error selected to reduce the e�ects of any present

outlier. The Bayesian classi�cation scheme discussed in the

introduction utilizes the square norm (Euclidean distance)

êj = (y(k)� ŷ(k))
2
to calculate the instantaneous predic-

tion error [5]. However, if outliers are assumed present other

error measures more robust to outliers, such as the L1 (City

Block distance) can be used instead. In this case, the in-

stantaneous prediction error is de�ned as:

êj = j(y(k)� ŷ(k))j (4)

The instantaneous prediction error êj(k) depends not only

on the current measurement y(k) but also on past mea-

surements which have been used to form each predictor.

Therefore, an aggregate error is utilized in the proposed

classi�cation scheme to predict the best signal source. For

the j
th predictor, such an error can be de�ned as follows:

dj(k) = 
dj(k � 1) + êj(k) (5)

where 
 is a decay factor slightly less than 1 for discount-

ing past data, and j = 1; 2; :::; n , k = 1; 2; ::: .

Based on the corresponding aggregate prediction error a

credibility weight wj is then assigned to the j
th assumed

model.

Each one of the weights is a function of the distance be-

tween the model under consideration and all other models

under consideration. In this paper, a neighbor weighting

function is utilized to assign weights to each one of the com-

peting models. Thus, the credibility weights are calculated

as follows:

wi = 1 if d(i) = d(1) , wi = 0 if d(i) = d(s)

and

wi =
(d(s) � d(i)) + �(d(s) � d(1))

(1 + �)(d(s) � d(1))
; (6)

otherwise

where j = 1; 2; :::; n and dmax(k) , dmin(k) are the cor-

responding maximum/minimum aggregated prediction er-

rors.

The regulating parameter � takes values in the interval

[0; 1) . These values are either �xed re
ecting the designers

con�dence about the distances among the image vectors or

can be calculated adaptively using the equation:

� =
1

d(s) � d(i)
(7)

The following points should be made regarding the pro-

posed classi�cation methodology:

� The value of the weight expresses the degree to which

the model speci�ed by the parameter �i is close to the

actual model which generates the sequence, and far

away from the worst model. From the de�nition of the

weights it is obvious that he model with the minimum

prediction error will be assigned the highest credibility

weight.

� It is evident that the outcome of the proposed clas-

si�cation scheme depends on the choice of the error

criterion selected to calculate the instantaneous error

between the assumed model and the observed actual

value. Error measures robust to outliers, such as the

L1 norm used here can reduce the e�ect of any im-

pulses present, resulting in a decision scheme immune

to high levels on non-Gaussian noise.

� Finally, the new scheme is recursive, thus it is appro-

priate for on-line classi�cation of dynamic series and

can be implemented in parallel using only adders and

ranking elements.

3. APPLICATIONS

To demonstrate the e�ectiveness of the proposed method-

ology, the problem of logistic time series detection is con-

sidered. A logistic time series is generated by the following

di�erence equation [4], [5]:

x(k) = a(x(k� 1)(1� x(k � 1)) (8)

y(k) = x(k) + w(k) (9)

with k = 1; 2; :: and w(k) is zero-mean white noise, uni-

formly distributed in the interval [�0:25; 0:25] . During the

actual implementation phase a source switching takes place.

The actual time series is generated again using the above

model. For the �rst half of the data (500 steps) the actual

value of the parameter is a = 4:0 . For the remaining 500

steps the parameter value used to generate the actual se-

ries is a = 3:75 . During the o�-line training phase three

neural predictors have been trained using the following val-

ues; Predictor I: (a=3.5), Predictor II: (a=4.0), Predictor

III: (a =3.75). Three time series classi�cation schemes are

compared in this paper. The Bayesian approach (BSC) dis-

cussed in [4], [1] and [2], the Incremental Credit Assignment

(ICRA) approach of [5] and the Nearest neighbor approach

(NNSC) of (6) with � = 0 . The classi�cation performance

for the di�erent schemes is plotted in Figs. 1-3 and the

prediction performance of the proposed NNSC approach in

terms of the Normalized Mean Square Error (NMSE) for

1000 steps averaged over 1000 Monte Carlo runs is depicted

in Fig. 4. From the graphs listed here, it easily can be seen

that the new scheme immediately identi�es the switch in the

active source model. On the contrary, both the Bayesian

approach as well as the ICRA approach of [5] took more

than 150 steps to identify the correct source/model.



4. CONCLUSION

In conclusion, the proposed nearest neighbor classi�cation

scheme outperforms other decision schemes used for the

problem of time series classi�cation, o�ers superior perfor-

mance in the case of switching sources without complicate

calculations and expensive implementation requirements.

100 200 300 400 500 600 700 800 900
0

0.2

0.4

0.6

0.8

1

Time

B
S

C

Source Model Selection

− : PR−I
−.: PR−II
−−: PR−III

Figure 1. Model Selection, Bayesian Approach
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Figure 2. Model Selection, ICRA Approach
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