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ABSTRACT

In exploring new ways of looking at speech data,
we have developed an alternative method of seg-
mentation for training a neural-network-based
digit-recognition system. Whereas previous meth-
ods segment the data into monophones, biphones,
or triphones and train on each sub-phone unit in
several broad-category contexts, our new method
uses modi�ed diphones to train on the regions of
greatest spectral change as well as the regions of
greatest stability. Although we account for re-
gions of spectral stability, we do not require their
presence in our word models. Empirical evidence
for the advantage of this new method is seen by
the 13% reduction in word-level error that was
achieved on a test set of the OGI Numbers cor-
pus. Comparison was made to a baseline system
that used context-independent monophones and
context-dependent biphones and triphones.

1. INTRODUCTION

Previous methods for training neural-network rec-
ognizers divide each phone for training into one,
two, or three parts (monophones, biphones, or tri-
phones). Training is then done on each phone or
sub-phone, either as context-independent units, or
in various broad-category contexts [1]. Context-
dependent modeling is done in order to account for
the coarticulatory e�ects of neighboring phones.
Context-dependent modeling, however, may not

always provide appropriate information for distin-
guishing variations of a phone in di�erent contexts.
For example, in the task of continuous digit recog-
nition, an /f/ may have the same coarticulatory
e�ects on an /oU/ as silence would, leading to con-
fusion between the words \oh" and \four." A sec-
ond di�culty in the current method of segmenta-
tion is that the number of subdivisions per phone
is �xed. For phones that have a great variation in
duration, dividing the phone into a �xed number
of parts may not always yield satisfactory results.
For example, the /I/ in the word \zero" can vary
greatly in duration. (In the OGI Numbers cor-

pus [2], human labelers have found the duration
of this phone to range from 20 to 280 msec.) If
/I/ is modeled as a biphone, then long instances
of /I/ may be poorly recognized during the middle
section. Conversely, if /I/ is modeled as a triphone
but is short in duration, then the required middle
part of /I/ may have a low neural-network output
score.
We propose a new segmentation method that

o�ers the potential to overcome these two di�cul-
ties. In this new method, the diphone is the ba-
sis for segmentation, but an optional middle part
is used for long phones. The word models used
in recognition are also constructed to recognize
diphone representations of the words, as well as
accept an optional middle part for most phones.
This diphone-based system classi�es the regions
of the speech signal at which there is the greatest
change in the spectrum: the regions of transition
between phones. By doing segmentation in this
way, we hope to maximize the spectral di�erences
between categories and thus improve the ability of
the neural network to perform classi�cation.

2. TASK

For investigating the performance of our diphone-
based system, we selected the task of continuous-
digit recognition of telephone-band speech.

2.1. Corpus

The corpus that we used for training, develop-
ment, and testing was a subset of the OGI Num-
bers corpus [2] that contains only digits. This dig-
its corpus contains many thousand utterances of
digit strings spoken by a large number of people
under various conditions. As a result, many as-
pects of \real-life" speech are present in the data,
including noise, widely-varying energy levels, and
dialect di�erences. We allocated three-�fths of the
available data for training, and one-�fth each for
development and testing.

2.2. Measurements

We measure the performance of both the baseline
and the proposed method using the scoring algo-



rithm developed by NIST [3]. We report the over-
all accuracy as well as the percentage of substitu-
tions, insertions, and deletions.

3. THE BASELINE RECOGNITION
SYSTEM

In this section, we describe the method used to
construct the baseline system. This system uses
a neural network to classify �xed-length frames of
speech into context-dependent phone-based cate-
gories. Construction of both the baseline system
and the diphone system was done using the cslush
speech-processing software package developed at
OGI [4].

3.1. Baseline Segmentation Method

The context-dependent categories used in the
baseline system are determined from speech data
that have been hand-labeled at the phone level.
Each phone is assigned a �xed number of parts to
be split into, and a broad category of speech to
which it belongs. If the phone is to be split into
two parts, then one category is created for the left
half of the phone in the context of the preced-
ing phone's broad category. Another category is
created for the right half of the phone in the con-
text of the following phone's broad category. If
the phone is to be split into three parts, then one
category is created for the left third of the phone
in the preceding phone's context, a second cate-
gory is created for the middle third of the phone
with no context, and a third category is created
for the right third of the phone in the following
phone's context. A monophone has one category
that is not dependent on the contexts of surround-
ing phones.
A segmentation of the isolated word \two" using

this method is illustrated in Figure 1. The phone
/th/ is a two-part phone with the broad category
\obstruent" ($obs). The phone /u/ is a three-
part phone. For the left third of /u/, the broad
category \front-vowel" ($fnt) is used because the
/u/ follows a dental sound; the right third of /u/
has the broad category \back-vowel" ($bck) (not
shown) because /u/ is generally considered a back
vowel. The notation $sil<th means the left part
of the phone th is in the context of \silence" ($sil);
th>$fnt means the right part of the phone th is
in the context of a front vowel.

3.2. Baseline Training Method

As a �rst step in training the neural network, Per-
ceptual Linear Prediction (PLP) [5] features (in-
cluding energy) are computed at non-overlapping
10-msec frames. At each frame of interest, a vector
of PLP features is constructed using surrounding
frames; we use PLP features from frames at -80,

$sil<th

pauuthpau

u>$silth>$fnt $obs<u <u> 

Figure 1. Segmentation of the word \two"
using the baseline method.

-40, -10, 0, 10, 40, and 80 msec relative to the
frame of interest.
The training data are searched to �nd 2000 vec-

tors of each category, if possible. If less than 50
vectors can be found, then additional vectors are
taken from training data in the OGI Names corpus
[2]. The one exception is silence, which is trained
using 8000 vectors, all from the OGI Numbers cor-
pus.
The neural network is trained using the back-

propagation method with 56 inputs (8 PLP fea-
tures at seven frames), 224 nodes in the sin-
gle hidden layer, and one node for each context-
dependent category in the output layer. Training
is done for 150 iterations, and the iteration with
the best performance on the development test set
is chosen to be the �nal neural network.

3.3. Baseline Recognition Method

For recognition of an utterance, PLP vectors are
computed in the same way as for training. These
PLP vectors are input to the neural network,
which computes for each frame the probabilities
that the current frame contains each of the speci-
�ed categories. The result of classi�cation is there-
fore a CxF matrix of probabilities, where C is the
number of categories and F is the total number
of frames. This matrix is then used by a Viterbi
search algorithm to determine the most probable
sequence of words.
The Viterbi search uses minimum and maxi-

mum durations of each category to constrain the
possible word choices, but these are not \hard"
limits. If the duration of a hypothesized category
falls beyond one of the speci�ed limits, a penalty
is applied; this penalty is proportional to the time
di�erence between the speci�ed limit and the hy-
pothesized duration. Initial values for these lim-
its are taken from the hand-labeled speech that
is used for training. These values are re�ned dur-



ing the development stage by evaluating word-level
performance on a development test set.

4. THE MODIFIED-DIPHONE
RECOGNITION SYSTEM

The modi�ed-diphone system is constructed in al-
most the same way as the baseline system; the
only di�erences are the way in which the speech is
segmented, the categories used, the construction
of the PLP vectors, and the word models.

4.1. Diphone Segmentation Method

When segmenting speech for training in the pro-
posed modi�ed-diphone system, the �rst step is to
look at the length of the current phone. If the
length of the phone is 120 msec or less, then we
split the phone in half. If the length of the phone
is greater than 120 msec, then we divide the phone
into three parts, with the left division occurring 60
msec after the start of the phone and the right divi-
sion occurring 60 msec before the end of the phone.
This leaves a segment in the middle that is, ide-
ally, not much in
uenced by context. The length
of this middle segment depends on the length of
the phone being segmented.
For the purposes of nomenclature, we will say

that a phone that has been divided into three parts
has a left-most division located 60 msec after the
start of the phone; a phone that has been divided
into two parts has its left-most division located at
the mid-point of the phone. The right-most divi-
sion of a three-part phone is located 60 msec before
the end of the phone, and the right-most division
of a two-part phone is located at the mid-point
of the phone. Diphones are then constructed by
taking the segment of speech from the right-most
division of the preceding phone to the left-most
division of the current phone, and by taking the
segment from the right-most division of the cur-
rent phone to the left-most division of the follow-
ing phone.
A segmentation of the same word \two" us-

ing this modi�ed-diphone method is illustrated
in Figure 2. Note that broad categories are no
longer used, and we represent a diphone by writing
phone1>phone2. The context-independent middle
section is represented by <phone>.

4.2. Construction of the PLP Vector

In the baseline system, frames at -80, -40, -10, 0,
10, 40, and 80 msec relative to the center frame are
taken to construct the PLP feature vector. This
gives a vector that has its data clustered around
the frame of interest but also includes some out-
lying frames. In the modi�ed-diphone system, we
are interested in how the PLP values change over
time, and so we use frames that are evenly spaced;
in our experiments we used frames at -60, -40, -20,
0, 20, 40, and 60 msec relative to the center frame.

th pauupau

th>u <u> u>pau

60 msec 60 msec

pau>th

Figure 2. Segmentation of the word \two"
using the modi�ed-diphone method.

system accuracy subst. ins. del.

baseline 94.71% 2.36% 1.88% 1.04%
diphone 95.39% 2.07% 1.34% 1.20%

Table 1. Results for both systems (ac-
curacy, substitutions, insertions, and dele-
tions).

4.3. Diphone Word Models

The word models in the proposed system are con-
structed so that phones that are usually long in
duration (about three-quarters of all phones in the
digits task) have an optional context-independent
category for the middle part of the phone. Short
phones do not have such a middle category. Some
short words, such as \two", require the middle cat-
egory of a long phone. This is done to prevent in-
sertion errors, although the minimum duration of
this middle category can be fairly short.

5. RESULTS

The baseline system required 153 context-
dependent categories, and a total of 179,603 vec-
tors were used in training. The diphone system
required 150 diphone categories and was trained
with a total of 150,684 vectors. Frame-level per-
formance was 56.0% for the baseline system and
51.6% for the diphone system.
For the 1899 digit-string utterances in the test

set, the baseline system had word-level perfor-
mance of 94.71%, and the proposed diphone sys-
tem had word-level performance of 95.39%; this
corresponds to a reduction in error of 12.9%. Ta-
ble 1 also shows the percentage of substitutions,
insertions, and deletions for both systems.
In evaluating the e�ectiveness of the optional



middle part, we found a 40% reduction in error
when using the optional middle part as opposed
to using a network trained only on standard di-
phones.

6. CONCLUSION AND FUTURE
WORK

The proposed system yields about a 13% reduc-
tion in error compared to the baseline system.
These results are encouraging, but the number of
diphone categories will increase dramatically for
vocabulary-independent systems. A means of re-
ducing the number of categories for such systems
must be found. The authors would also like to ap-
ply the training technique developed by Yan et al.
[6] to the diphone system.
In conclusion, we feel that the modi�ed-diphone

technique described here represents an advance-
ment over current biphone and triphone methods
for the continuous-digits task.
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