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ABSTRACT

In this paper we present the practical hardware implemen-
tation of a systolic array for performing recursive least-
squares minimisation via orthogonal matrix triangularisa-
tion. This is an extremely demanding task for high speed,
real-time operation such as required in many modern adap-
tive antenna, radar, and sonar systems. Since the un-
derlying Givens rotations can be efficiently computed by
the CORDIC algorithm, we have implemented a dedicated
CORDIC processor element (CPE) in an ASIC. All the re-
quired calculations are carried out by a network of these
small and simple circuits, which are suitable for construct-
ing a high performance systolic array, either based on MCM
technology or as a macro-cell building block for a very
highly integrated single chip solution. The design of an
adaptive antenna signal processor is described in a top-
down manner, from the proposed algorithm down to the
bit-level details of the realised component.

1. INTRODUCTION

The performance of radio communication, radar, and sonar
systems can be greatly improved by exploiting spatial filter-
ing techniques such as digital adaptive beamforming. Their
application has been a topic of intense military research
in the past, but meanwhile has also become an area of in-
creased interest in the field of civil mobile radio. Especially
the novel concept of space division multiple access (SDMA)
employing base-station multi-beam antenna arrays is at-
tracting much attention lately and promises to increase the
capacity of future cellular systems considerably. It is within
this general context that the following work has been per-
formed.

Adaptive arrays are essentially “smart” antenna sys-
tems which can automatically adjust their directional re-
sponse, i.e. their beam pattern, to reduce interference and
thus enhance the reception of wanted signals. The objec-
tive of the adaptive antenna array signal processing con-
sidered here is to minimise the total power at the out-
put of the processor subject to certain constraints which
prevent the signals of interest from being cancelled. This
is achieved by selecting a set of complex (amplitude and
phase) weights with which the outputs of the individual
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antenna elements are combined.’ To obtain rapid weight
adaptation in time-varying situations, open loop techniques
are often employed. Finding the coefficients of the adaptive
combiner is performed through least-squares minimisation.
The corresponding set of equations can be solved using ma-
trix QR decomposition (QRD) based on Givens rotations.
An efficient parallel and pipelined systolic array architec-
ture for carrying out the QRD in real-time was proposed
by Gentleman and Kung [1]. A modified algorithm pub-
lished by McWhirter [2] enables the direct extraction of the
desired signal from the output of the systolic array with-
out the need to derive the weight vector explicitly. This
has several advantages in terms of hardware complexity,
throughput, and numerical robustness. We have adopted
the approach reported in [3] for the implementation of the
presented antenna signal processor.

Systolic architectures have many attractive conceptual
features, including the extensive use of parallel and pipelined
computing as well as a regular and modular structure re-
quiring only local communication and little control, which
take maximum advantage of very large scale integration
(VLSI) technology [4]. Despite these merits, their practical
realisation as special-purpose processors has been hindered
in the past due to a lack of suitable building blocks in the
form of silicon macro-cells. The design complexity of sys-
tolic arrays can be reduced significantly by repeated use
of a single specifically tailored hardware cell, providing the
required functionality with a minimum of control signals
and interconnection. Since many algorithms in digital sig-
nal processing {DSP) and numerical linear algebra may be
cast into a framework mainly involving rotations, CORDIC
(COordinate Rotation DIgital Computer) [5] processors are
ideally suited as basic arithmetic units [6]. In this paper we
describe a specialised CORDIC processor element (CPE) for
rapid computation of plane rotations. Specifically, it is ca-
pable of calculating all the elementary functions required
for the execution of Givens rotations. The CPE can thus
support several common systolic algorithms for performing
the QRD, EVD, or SVD, which are very widely employed
in antenna array signal processing.

2. ADAPTIVE BEAMFORMING ALGORITHM

There exist a wide range of adaptive antenna applications
each needing a slightly different hardware configuration, de-
pending on the mechanism employed to prevent the pro-

1We restrict our attention to narrowband adaptive arrays.
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Figure 1: Generic block diagram of an adaptive antenna.

cessor from cancelling the wanted signals. This is usually
achieved through some form of preprocessing which will not
be discussed here due to space limitations. Rather, we will
concentrate on the “heart” of the antenna signal processor
that we are considering, namely the multi-channel recur-
sive least-squares (RLS) filter which computes the output
residual signal.

A fairly generic block diagram of an adaptive antenna
is depicted in Fig. 1. Let us assume a configuration where
one antenna in the array (= “primary” element) has a fixed
weight of unity. In this case, the vector of output residuals
e[t] from the processor can be written as:

et] = X[iJw(s] + y[s], (1)
with the data matrix
x"[1]
XEpe| | e,
X" i]

where x[i] is the present vector of M — 1 auxiliary signal
samples, y[i] stands for the vector of samples taken from the
primary channel and w{i] represents the weight vector at
the current sample time 7. An estimate of the total output
“power” after ¢ samples is given by

E*[i]) = e"[1]e[d). (2)
A numerically robust technique to determine the weight
vector w{t] which minimises E[:] = ||e[}]| is by the well-

known data domain method of orthogonal triangularisation
via matriz QR decomposition (QRD) [7]. Using this algo-
rithm a unitary matrix transformation Q[i] is applied to
the observed data matrix X[z] in order to produce an upper
triangular matrix R[i] € C(M-1x(M-1),

2 oq_ { R[] . uli]
Qliles] = ( 0 >w[z]+ ( vii] |- (3)
As can be seen from this equation, the minimum norm con-
dition for the error residual e[f] is obtained when

R[iJwli] + ufi] = 0. (4)

This equation defines the least-squares weight solution for

the adaptive array. Since the matrix R[] is upper triangu-

lar, the weight vector w[i] may be derived very simply by
a process of back-substitution.

The triangular system of equations can be updated on

a sample by sample basis according to the algorithm sum-

marised in Tab. 1. The unitary update transformation
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Initialisation:
R[0] =0 € RIM-DX(M-1) " y[g] =0 € RM?
fort=1,2,... do:

acaf RE—1] uli—1] \ [ R[] wu[g]
Q[’]( X7l i) )“( ot em)

where Q[i] = Q,,_,[5]--- Q,[4]
e[i] = &[] - 7[i] with 7 = [ cos 8,m[1]

m=1

Table 1: QRD-RLS algorithm based on Givens rotations.

Q4] represents a sequence of M — 1 Givens rotations, em-
ployed such that the elements of the new data “snap shot”
(x™[i] y[i))T are eliminated, one after another, thereby re-
ducing the system to triangular form again. Each Givens
rotation operates on two rows of the matrix at a time as

follows:
cos B, sin 8, ] T Tm4i .-
—sin#,, cosfn, Tm Tm41l  ---
- (= “)e

where the rotation angle 6., is chosen to cancel z,,. Re-
peating this process M — 1 times zeros out all but the last
element €[i] in the bottom row of the matrix whilst updating
R[:] and u[i]. Obviously, the desired least-squares residual
is the product of the “rotated residual” €[i] and the series
of cosine terms cosfn,. It is calculated without explicitly
computing the weight vector and applying the result to Eq.

(1)-

0
0
0 T;n 7';n+1
0 0 :L‘;n_H

3. HARDWARE IMPLEMENTATION

McWhirter [2] has shown how the Givens rotation based
algorithm described above may be implemented in a very
efficient pipelined manner using a triangular systolic array.
In what follows we present the design of such an array com-
prising a single type of cell, namely a CORDIC processor
element (CPE) specifically tailored to algorithms requiring
plane rotations as a basic operation, and describe the ASIC
implementation of this useful component.

Systolic Array Architecture

The implementation of a systolic adaptive beamformer ar-
chitecture is illustrated schematically in Fig. 2 for the case
of M = 4 antenna elements.” The cells in the basic tri-
angular array (A-B-C) store the elements of the evolving
triangular matrix R[] and the ones in the right hand col-
umn (D-E) store the elements of the updated vector u[t].
The data flow is from the top to the bottom, whilst the
rotation angles § are propagated from the left to the right
of the array. In the original array [2,3], three different cell
types are defined to perform the necessary calculations: (1)
boundary cells to compute the rotation parameters as well

2For ease of presentation, we assume real input signals here.
The extension to complex arithmetic is quite straightforward.
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Figure 2: Systolic CPE array.

as to successively form the product of the cosine terms, (2)
internal cells to carry out the rotations and (3) a final mul-
tiplier which generates the desired output residual. If these
computations are done by MAC- (“multiply and accumu-
late”) type arithmetic units, operations such as square-root,
division or some trigonometric functions will most proba-
bly be required; the main disadvantage being that the de-
termination of the rotation parameters takes many more
clock/instruction cycles than it does to apply them. Most
likely due to this property an asynchronous technique based
on a wavefront array was chosen to build such a system in
the past [8]. Our implementation of the array entirely con-
sists of CORDIC processor elements (CPEs) which work
completely synchronously driven by a single global master
clock. Since all the CPEs need the same amount of time
to perform their computations they can never be flooded
with data. Thereby, the CPEs designated with Vec. are
configured to the “vectoring” mode of operation and those
labelled with Rot. operate in the “rotation” mode. Each
row performs a Givens rotation, whereby the rotation angle
is determined by the CPE in vectoring mode at the begin-
ning of the row. The rotation angle is passed to the rotation
CPEs to the right with one clock cycle delay, thus requiring
the elements of the data vector to be applied to the array in
a time staggered fashion as indicated by the indices in Fig.
2. The product of the cosine terms is successively computed
by the diagonal CPEs (F-G) which receive the argument of
the cosine function from the above vectoring CPEs. These
cell pairs are equivalent to the boundary cells of the original
array [2]. The final multiplication is also performed by a
CPE (H) via a rotation with appropriate inputs.

CORDIC Processor Element

The CORDIC algorithm [5] is an iterative technique to per-
form two-dimensional vector rotations using only simple

hardware components, essentially adders/subtractors and
shifters. The basic idea behind the CORDIC scheme is to
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carry out vector (“macro”-)rotations by an arbitrary rota-
tion angle # as a series of “micro-rotations” using a fixed
set of elementary rotation angles a;

N-1

8= o505, 05 €{=1,+1}, (6)

J=0

to successively approximate the final result. The CORDIC
has two modes of operation called “vectoring”, to compute
the magnitude and phase of a vector

( Tout ) < Sgn(zin) Y/ zi2n + yizn ) s (7)
Yout 0

foue = —arctan <—yl—") , (8)

ZTin

whereby the vector (zin #in)” is rotated to the z-axis, and

“rotation”
—sin @in Tin
. . (9
cos bin ) ( Yin ) )

Tout _ cos Oin
Yout - sin Gin
oout = gin ) (1 0)

in which case the vector (zin #in)T is rotated by the angle
&in.

The required computations, i.e. the CORDIC equations,
may be implemented in a number of ways, such as bit-serial
or word-parallel with the iterations being carried out in ei-
ther a serial or parallel manner [9]. By choosing a recur-
sive, pipelined, or array architecture a trade-off between
area, throughput, and latency is possible, depending on the
application in mind. Due to area limitations a recursive,
word-parallel scheme using fixed-point arithmetic with 16
bit data words (22 bit internal precision) was implemented
as an application-specific integrated circuit (ASIC). The
main design target was to come up with a small circuit
in terms of silicon area, thus making it feasible to integrate
several CPEs on a single chip in a future project. In order
to kept the throughput as high and latency as low as pos-
sible, the shift sequence proposed by Despain [10] resulting
in the least number of CORDIC iterations for 16 bit preci-
sion was chosen. The implemented CORDIC algorithm is
summarised in Tab. 2. Hereby, the rotation angles ¢ are
represented in terms of the coefficients ;. Since these coef-
ficients are passed on from one CPE to the next in the same
row of the array as a continuous serial bit stream, inter-
connection is minimised. To achieve the greatest possible
flexibility for a user friendly configuration of the array, CPE
I/O has been realised by means of busses extending along
the rows of the array. As mentioned earlier the elements
of the current snap shot are applied to the array in a time
staggered manner. Because an angle coefficient is computed
in every clock cycle, each CPE operates with one cycle delay
with respect to its predecessor. This allows the bus to be
shared in a time-multiplex fashion delivering data to con-
secutive CPEs of each row during a specific CORDIC cycle.

Due to the restrictions that apply to student IC de-
sign projects at ETH, only two CPEs were integrated on
a recently manufactured 1.2 um CMOS chip. It comprises
approximately 32k transistors on a core area of 9.2 mm?.
The incorporation of several units in a future version of the
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Initialisation:
To = Tin /2, Yo = Yin /2
add all-zero guard bit extension

for j=10...18 do:

Tjpr = &; — 03Y;27 %  y;2527°%

Yi+1 = Y5 + 058,27 + 5y;27%

where

oj = —sign(z; - Y;) = Oout in Vec. mode and

0 = oin in Rot. mode

s; =1{0,1,2,3,4,5,6,6,7,8,9,10,11,12,13, 14, 15,
16,17}

+v; = {0,0,0,1,1,0,1,0,0,0,1,0,0,0,1,1,0,0,1}

Correction cycle:
if z19 < 0 then T20 = 719 + 1 else z20 = 719
if y19 < 0 then y20 = y10 + 1 else y20 = Y19
erase guard bits

Tin = 20, Tout = T20, Yout = Y20

Table 2: Implemented CORDIC algorithm based on [10].

component should be quite simple due to the highly modu-
lar and parameterised design of the CPE using VHDL. Fig.
3 shows the data path. It achieves a typical cycle time of
25ns with a 40 MHz system clock which is equivalent to a
performance of 2 x 10° rotations per second. A detailed
description of the realised device is contained in {11]. The
chip provides test structures for boundary scan, pad test
and core full scan via only 10 pads, allowing full testability
of bare dies intended for multi-chip modules (MCMs).

4. SUMMARY

A systolic beamformer architecture has been presented, based

on a single type of processing cell using CORDIC arith-
metic. Subsequently, the design of an appropriate ASIC
containing two CPEs was described. Approximately 40 of
these small, unpackaged chips (redundant devices included)
will be needed to implement a prototype antenna array sig-
nal processor in MCM technology for an M = 5 element
array delivering complex, I and Q baseband signals at a
sampling rate of up to f; = 2MHz. Preliminary simula-
tion results confirm that our 16 bit fixed-point CPE offers
sufficient precision for the envisaged applications [12].
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