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Abstract

Tag localization in passive ultra-high frequency radio frequency identification (UHF RFID) has
become something of a holy grail since the system was introduced. First and foremost, it
promises improved accuracy for inventory systems, which have to deal with false positive reads
outside the intended read zone and the consequent corruption of inventory lists.

This thesis addresses the problem of passive UHF RFID tag localization, with a focus on range
finding methods. It shows how typical system setups influence the propagation channel and why
this creates a harsh environment for any type of localization. Based on the conclusions drawn
in this channel analysis, tag localization approaches are investigated. These investigations cover
narrowband through ultra-wideband localization approaches, with three methods discussed in
detail: phase-based continuous-wave ranging, frequency-modulation continuous-wave ranging,
and ultra-wideband impulse radar.

It is shown that robust and accurate localization of state-of-the-art UHF RFID transponders
is possible only in controlled environments. Classification to large read zones such as portals
or dock doors, on the other hand, is feasible in principle in the field as well. However, robust
classification with low error rates still requires a high number of position estimates. This might
be unfeasible in applications with high tag throughput.

Wideband and ultra-wideband methods offer considerably greater robustness and accuracy in
typical fields of application for UHF RFID, but come at the cost of increased system complexity.
It is shown how state-of-the-art passive RFID tags can be modified to support wideband and
even ultra-wideband backscatter localization and also how these methods can be implemented in
a reader. Critical system parameters and vulnerabilities with respect to structural and physical
properties of UHF RFID installations are discussed in detail and possible countermeasures are
provided.

Achievable accuracies depend on the environment, the application scenario, and the localiza-
tion system in use. Provided that the line-of-sight to the tag is not blocked, errors for a single
position estimate range from several tens of centimeters for ultra-wideband systems to several
tens of meters for narrowband localization in typical UHF RFID environments. Increased accu-
racy and robustness with respect to blocked line-of-sights can be achieved by combining several
estimates, e.g., by using tracking approaches.
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Kurzfassung

Die Lokalisierung von passiven UHF RFID1 Transpondern (Tags) hat sich seit Einführung des
Systems zu einer Art Heiligem Gral entwickelt. Ziel dieser Lokalisierung ist die Identifizierung
von unbeabsichtigt gelesenen Transpondern, d.h. Tags, die sich außerhalb des gewünschten
Lesebereichs befinden. Durch solch unbeabsichtige Lesevorgänge werden die entsprechenden
Produkte falsch inventarisiert, was ein großes Problem für Logistiksysteme darstellt.

Diese Dissertation beschäftigt sich mit der Lokalisierung passiver UHF RFID Tags und den
damit verbundenen Problemen, wobei der Fokus auf Distanzschätzung liegt. Es wird gezeigt, wie
typische Systemanordnungen den Übertragungskanal beeinflussen und warum dies die Lokalisie-
rung von Tags erschwert. Basierend auf den in diesen Kanalanalysen gewonnenen Erkenntnissen
werden Lokalisierungsverfahren untersucht und bewertet. Die Bandbreite dieser Untersuchun-
gen reicht dabei von schmalbandigen bis hin zu ultra-breitbandigen Verfahren, wobei auf drei
Methoden im Detail eingegangen wird: Mehrträger-Dauerstrichradar, Frequenzmodulations-
Dauerstrichradar und ultra-breitbandiges Impulsradar.

Es wird gezeigt, dass die fehlerfreie und genaue Lokalisierung von handelsüblichen UHF RFID
Tags nur unter Laborbedingungen möglich ist. Klassifikation in größere Lesezonen, wie zum
Beispiel Portale oder Ladezonen, ist allerdings auch in typischen Umgebungen möglich. Trotz-
dem wird auch im Fall der Klassifikation eine hohe Zahl an Positionsschätzungen benötigt, um
niedrige Fehlerraten zu erreichen. Speziell in Anwendungen mit hohem Durchsatz an Tags stellt
diese Notwendigkeit jedoch ein Problem dar.

Breitbandige und ultra-breitbandige Verfahren erreichen im Vergleich zu deren schmalban-
digen Verwandten eine deutlich höhere Robustheit und Genauigkeit in typischen Einsatzge-
bieten von UHF RFID, sind im Gegenzug jedoch deutlich komplexer. Die für die Verwend-
barkeit von breitbandigen und ultra-breitbandigen Lokalisierungsmethoden notwendigen Er-
weiterungen an handelsüblichen UHF RFID Readern und Tags werden in der Arbeit im Detail
beschrieben. Weiters werden kritische Systemparameter und Schwächen der einzelnen Lokalisie-
rungsmethoden hinsichtlich struktureller Eigenschaften von UHF RFID Systemen sowie Umge-
bungseinflüssen ausführlich diskutiert und Gegenmaßnahmen entwickelt.

Die in der Praxis erreichbaren Genauigkeiten hängen von der Umgebung, dem Anwendungs-
szenario, sowie dem verwendeten Lokalisierungverfahren ab. Die Fehler bei vorhandener Sichtver-
bindung zum Tag reichen hier von einigen zehn Zentimetern für ultra-breitbandige Verfahren
bis hin zu Dutzenden von Metern für schmalbandige Methoden. Höhere Genauigkeit und To-
leranz gegenüber blockierten Sichtverbindungen können durch die Kombination von mehreren
Positionsschätzungen, zum Beispiel durch Nachführungsverfahren, erreicht werden.

1 ultra-high frequency (UHF) radio frequency identification (RFID) – eine elektronische Form des Strichcodes,
die mit Funkwellen im unteren Gigahertzbereich arbeitet
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General Layout of this Thesis

Margins

Important passages of this thesis are marked by symbols in the margins. Four different symbols
are used:

Marks vital information that must not be ignored, or an important fact that is
often misunderstood. Take care: an error here might be impossible to detect.

Indicates that this is harder to understand than it would seem at first glance.
Please read carefully: there is a pitfall hidden somewhere.

Marks central results worth looking at.

Indicates an open question or a result that does not make sense (unknown reason).

Reprints of Own Papers

Reprints of all papers published in the course of this thesis project have been added at the end of
this document in order to provide the reader with a complete picture of the research conducted.
References to these papers are printed in blue, e.g., [0].
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— General Symbols (Specialized) —
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— Power-Delay-Profile (PDP) / Average Power-Delay-Profile (APDP) —
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τmax maximum excess delay (for truncated (A)PDPs)

PLOS line-of-sight power ((A)PDP at line-of-sight delay τLOS)

PNLOS non-line-of-sight power (integral over non-line-of-sight part of (A)PDP)

PLOS+NLOS overall power (LOS + NLOS; integral over (A)PDP; also: P0, adopted from [2])

KLOS line-of-sight K-factor (power ratio PLOS/PNLOS; ∼dominance of LOS path)

Bc coherence bandwidth

dc coherence distance

Γ multipath decay constant

ΓdB multipath decay in dB/s

— Ranging (General, Frequency-Modulation, Impulse-Radio) —

dLOS true line-of-sight distance (shortest propagation path)

d̂LOS estimated line-of-sight distance

e distance error (estimated to true LOS distance, d̂LOS − dLOS)
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µe average distance error (expected value)

σe standard deviation of the distance error

dmax maximum unambiguous distance

TFM FMCW sweep duration

BFM FMCW sweep bandwidth

∆fLOS,FM frequency difference corresponding to the (true) LOS distance in FMCW radar

— Ranging (Multi-Frequency Continuous-Wave, MFCW) —

Nc number of MFCW carriers

i MFCW carrier index (carrier at frequency fc + fi)

mi index for lower tag modulation sideband of carrier i (“m” indicates tag modulation)

im index for upper tag modulation sideband of carrier i (“m” indicates tag modulation)

s1 ... s6 signals in step-by-step MFCW derivation

sm tag modulation signal in step-by-step MFCW derivation

sK feedback signal in step-by-step MFCW derivation

Ai complex transmit amplitude of MFCW carrier i

eAi complex amplitude of MFCW carrier i after demodulation (due to partially unknown Ai)

ωi angular offset frequency of MFCW carrier i

ωm angular tag modulation frequency

φm tag modulation phase (uniform between −π and π)

φm,i tag modulation phase for carrier i in frequency-hopped MFCW (uniform between −π and π)

Hi uplink/downlink channel gain for carrier i

Hmi uplink/downlink channel gain for lower sideband of carrier i

Him uplink/downlink channel gain for upper sideband of carrier i

eHi, eHmi, ... Hi, Hmi, and Him with extracted line-of-sight phase

Ki feedback channel gain for carrier i

Gi reader frontend gain for carrier i

Gmi reader frontend gain for lower sideband of carrier i

Gim reader frontend gain for upper sideband of carrier i

Ψmi complex MFCW component, lower modulation sideband of carrier i

Ψim complex MFCW component, upper modulation sideband of carrier i

Ψ̂mi estimated complex MFCW component, lower modulation sideband of carrier i

Ψ̂im estimated complex MFCW component, upper modulation sideband of carrier i

µH expected value of narrowband channel gain for MFCW signals – single-channel

σ2
H variance of narrowband channel gain for MFCW signals – single-channel

βH covariance between narrowband channel gains for MFCW signals – single-channel

eµH expected value of narrowband channel gain for MFCW signals – backscatter channel

eσ2
H variance of narrowband channel gain for MFCW signals – backscatter channel

eβH covariance between narrowband channel gains for MFCW signals – backscatter channel

— Channel Model (Large-Scale and Directivity, Noise) —

ξ path loss factor (free space propagation)

ΘLS large-scale power gain

τLS large-scale propagation delay

Θdir directivity power gain

N0 single-sided noise spectral density [dBm/Hz]

— Channel Model (Surfaces, Virtual Transmitters) —

χr surface reflection coefficient (amplitude), χr⊥: perpendicular, χr‖: parallel wave

χt surface transmission coefficient (amplitude)

χa surface absorption coefficient (amplitude)

η1, η2 refractive index of medium 1 and 2 respectively

αaoi angle of incidence on surface (to surface normal)
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dPOI2edge point of incidence to closest surface edge (used for diffraction model)

ΘD diffraction gain factor (ΨD,r: reflection mode, ΨD,t: transmission mode)

βblur diffraction model blurring factor (user setting)

βint1 diffraction model internal setting (blurring factor)

βint2 diffraction model internal setting (shift factor)

— Channel Model (Statistical Small-Scale) —

eτi delay center of gravity of the i-th segment of the APDP (APDP discretization)

fres channel frequency resolution (setting)

B channel bandwidth (setting)

NCT number of channel taps (discretization of PDP)

εK relative tolerable error for LOS K-factor (setting)

ετ relative tolerable error for RMS delay spread (setting)

ePi power of channel tap i (discretization of APDP)

eAi amplitude of channel tap i (discretization of APDP)

Π non-line-of-sight power density (of APDP; local usage, adopted from [2])

γ exponential decay constant (of APDP; local usage, adopted from [2])

ρ2 line-of-sight power (of APDP; local usage, adopted from [2])

— Tag Reflection Coefficient Model —

Pic chip (IC) power

Pin input power (available minus reflected power)

Pav available (incident) power at the tag’s antenna ports

Pl power losses in assembly and modulation impedance

Pbs backscattered (reflected) power

Pic,min minimum operational chip power (tag sensitivity; power-on reset threshold of chip)

Pav,min minimum operational available (incident) power

M modulation state (discrete states modulated↔unmodulated)

A assembly tolerance state (linked to assembly impedance)

D detuning state (antenna detuning near dielectric materials)

Ra antenna resistance (perfectly tuned)

Xa antenna reactance (perfectly tuned)

Za complex antenna impedance (perfectly tuned), Za = Ra + Xa

Zic complex chip impedance in unmodulated state

Zm complex modulation impedance

Zat complex assembly impedance plus tolerances

Rat assembly resistance plus tolerances

Cat assembly capacitance plus tolerances

ρ tag reflection coefficient

ρ̄ linearized reflection coefficient, center value

∆ρ linearized reflection coefficient, difference value
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1 Introduction

1.1 A Primer on Passive UHF RFID and Radio Localization

1.1.1 Passive UHF RFID

Passive radio frequency identification (RFID) and the well-known barcodes share a common
property: They have been designed for and are used for the identification of small goods. In
comparison to barcodes, however, RFID systems come with more memory, the ability to modify
this memory, and the optional support for authentication and encryption.

9 780552 134644

(a) a barcode (ISBN/EAN-13) (b) a UHF RFID self-adhesive label

Figure 1.1: Comparison between barcode and UHF RFID tag (NXP UCODE).

Passive refers to the fact that the mobile device – the so-called tag (the actual replacement
for the barcode) – does not have an autonomous energy source like a battery, but is supplied
via magnetic or electromagnetic fields by the base station. This based station is called reader
or interrogator in RFID. Three different frequency ranges are used for RFID, depending on the
application: low frequency (LF) RFID systems operate at around 125 kHz, high frequency (HF)
systems at 13.56MHz, and ultra-high frequency (UHF) RFID uses 860−960MHz. Apart from
these RFID-typical frequency ranges, also other ISM (industrial, scientific, medical) bands are
used for RFID devices. Regardless of the frequency band, all passive RFID systems utilize only
a few kHz to MHz of bandwidth and are thus classical narrowband systems. Applications range
from product identification and tracking, through electronic article surveillance, to secure access
cards. There are several textbooks available on RFID and its applications, e.g., [3, 4].

Due to their (comparatively) long range and low cost, passive UHF RFID tags are typically
used in supply chain applications, i.e., the tracking of goods. The basic idea here is to attach
an RFID tag to all products, like a barcode, and use this tag in all inventory operations (in-
coming/outgoing goods, warehouse stock, etc.). The general working principle of passive UHF
RFID is illustrated in Fig. 1.2: The reader generates a powerful carrier wave that is transmitted
by the reader antenna. These reader antennas are typically directive, i.e., they illuminate only a
certain volume, the so-called read zone. If a tag is inside this read zone, the power transmitted
by the reader activates this tag and it is ready to receive commands. Passive UHF RFID, more
precisely EPCglobal Class-1 Gen-2 (adopted as ISO 18000-6C, [1]) UHF RFID, is a “reader-
talks-first” protocol, i.e., the tags wait until they are addressed. Upon receipt of a command,
which is transmitted via modulation of the carrier wave, the tag sends its identification code
or parts of its memory. The tag does not actively transmit this data, but reflects part of the
incident reader carrier wave by deliberately detuning its own antenna. This principle is known
as backscatter modulation.
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reader

tag

reader
antenna

energy, commands

data

Figure 1.2: Working principle of UHF RFID (Reader, reader antenna: courtesy of Intermec Technologies).

Being a typical supply chain system, passive UHF RFID is mostly used in warehouses, pro-
duction halls, and salesfloors. Some of these environments are shown in Fig. 1.3. Permanent

(a) dock doors (loading of trucks) (b) warehouses (c) parcel shipping

Figure 1.3: Typical environments and applications for UHF RFID (courtesy of Intermec Technologies).

installations are mostly used at the loading bays of warehouses or at the exits of shops. They
consist of a reader device and typically four reader antennas that are mounted in portals. In
Fig. 1.3(a), these antennas are visible at the center portal, where the housing has been removed.
In recent years, handheld reader devices have also begun to emerge. Like handheld barcode
scanners, they are used for the inventory inside a shop or when individual packages are handled
(e.g., delivery of parcels).

Localization of tags becomes an important issue for dock doors and similar scenarios where
several parallel portals or conveyor belts are present. Since tags reply to commands whenever
they are powered, confining the read zone to a specific area becomes necessary. If, for whatever
reason, a tag outside this intended read zone replies to a command, inventory lists are corrupted
or false positive alarms are triggered.

Unfortunately, there is no way for a reader to make sure that only tags inside the intended
read zone are powered up. In any realistic environment, electromagnetic waves are reflected
at all objects in the vicinity and an interference pattern is created, such as the one shown in
Fig. 1.4. Blue zones (below roughly −5 dBm) in this measurement indicate that tags are not
functional. Conversely, tags in green to red zones are well inside their operational power range.
Note that there are “dead zones” inside the portal as well as zones outside the portal where tags
are powered. This pattern covers the entire vicinity of the intended read zone. Although the
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reader
antenna

Figure 1.4: Measured receive power distribution [dBm] at the tag inside a UHF RFID portal.

average power decreases with distance from the portal, peaks in this distribution will allow a
few tags to reply to a command even far outside the intended read zone. Such stray over-range
reads are the reason why tag localization is a desired feature in UHF RFID.

1.1.2 Localization: Range vs. Direction

Essentially, two methods are available to localize an object using base stations at known posi-
tions: direction finding and range finding. Both are illustrated in Fig. 1.5.

target
base1

base2

base3

α1

α2

α3

(a) direction finding

target
base1

base2

base3

4.5
m

3.
3
m

2.4m

(b) range finding

Figure 1.5: Illustration of basic localization methods: direction vs. range finding.

Direction finding is performed by using highly directive base stations. The target can be
localized in three dimensions by determining the intersection of beams from at least two base
stations. In range finding, each base station independently determines the distance to the target
(ranging). The target’s location is then calculated by intersecting the resulting circles (2D)
or spheres (3D). At least three base stations are necessary to determine the target’s location
in two dimensions (trilateration), while at least four base stations are necessary to remove all
ambiguities in three dimensions (multilateration). A combination of both is used in ground to
air radar stations or sonar, where the target’s location is determined by measuring range and
direction at the same time.
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More details on the different types of localization based on electromagnetic or acoustic waves
can be found in textbooks, e.g., [5]. Two principles, namely time of arrival and angle of arrival,
are used in UHF RFID and thus explained in more detail below.

The ranging principle known as time of arrival (ToA) is straightforward: A transmitter (TX)
sends a signal, which in turn is observed at the receiver (RX) τ1 seconds after the signal was
sent, as illustrated in Fig. 1.6(a). The receiver then calculates the distance to the transmitter

TXRX

τ = 0

wave propagation

0
delay, τ

τ1

(a) single-path propagation

TXRX

τ = 0

wave propagation

wave propagation

0
delay, τ

τ1 τ2

(b) two-path propagation

Figure 1.6: Time of arrival (ranging) for single- and two-path propagation.

via d = c τ1, where c is the speed of light2. In any practical scenario, the receiver will also
receive additional copies of the signal that are created by reflections in the environment, cf.
Fig. 1.6(b). Ideally, the ranging system is able to distinguish those paths (as in the illustration)
and thus to lock onto the direct one, called line-of-sight (LOS). This direct path carries the range
information. Note that ToA requires transmitter and receiver to be synchronized to the same
time base. This synchronization comes for free in classical backscatter radar systems, where
transmitter and receiver are located at the base station, while the target is merely a reflector.

In case of a sinusoidal carrier signal, the propagation delay is mapped to a phase shift. For
example (neglecting channel attenuation):

sTX(t) = cos (2πft) ⇒ sRX(t) = sTX(t− τ) = cos (2πf(t− τ1)) , (1.1)

where 2πfτ1 is the resulting phase shift of the received signal with respect to the transmitted
one. This is sometimes referred to as phase of arrival (PoA).

The direction finding method known as angle of arrival (AoA) or direction of arrival (DoA)
works by either mechanically rotating antennas or by using an array of two or more receivers
(per base station). A classical example for rotating antennas are radar stations, where the angle
of arrival is determined by mechanically turning the antenna towards the target. Array-based
direction finding, which is commonly used in acoustics, is illustrated in Fig. 1.7(a). Here the

TX

RX1

RX2

delay

angle
α1

α1

(a) single-path propagation

TX

RX1

RX2

angle
α1 α2

α1

α2

(b) two-path propagation

Figure 1.7: Angle of arrival (direction finding) for single- and two-path propagation.

signal sent by the transmitter is received by both receiver antennas of the array, RX1 and RX2.
Depending on the angle of arrival there is a small delay between the signals observed by RX1

2 more precisely, the group velocity of the wave in the medium
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and RX2. This delay is zero if the incoming wavefront is parallel to the array arrangement and
maximized if the wave travels along the array. Similar to time of arrival, indirect propagation
paths will result in additional copies of the signal at different angles, cf. Fig. 1.7(b). Note that,
as opposed to ToA, reflected components can occupy the same angle as the line-of-sight.

AoA assumes a planar wavefront and thus far field conditions, i.e., the LOS distance dLOS

between transmitter and receiver has to exceed 2d2
Ant/λ by far, where λ is the wavelength of the

signal and dAnt is the maximum overall antenna size [6, p. 592]. Below this range, the incoming
wavefront has to be considered spherical, with increasing radius for each receiver. Naturally,
this massively complicates calculating the direction of arrival. Note that RFID systems do not
necessarily operate in the far field (Fraunhofer) region: the Intermec IA39B UHF RFID portal
antenna [7], for example, has a dimension of 55×26 cm and is tuned to a frequency of 868MHz.
For this antenna, the Fraunhofer region starts at approximately 2m distance.

Please note that although Fig. 1.6(b) and Fig. 1.7(b) depict only two paths, any realistic
environment features multipath propagation, where “multi” essentially means “infinite”. The
number of significant ones among this countless number of paths depends on the environment
and the system. In short: two-path propagation may be convenient, but it only rarely reflects
reality. See Section 2.2.3 for more details on this topic.

1.2 The Difficulties of Localizing Passive UHF RFID Transponders

Classical radar systems are able to localize a fast-moving plane at distances up to several hundred
kilometers. UHF RFID tags, on the other hand, only have to be localized at distances up to
a few meters and are quite stationary in comparison. Both are backscatter systems, i.e., they
are comparable in their mode of operation. Why, then, is the localization of these small tags so
difficult?

Figure 1.8: Air traffic control radar vs. UHF RFID tag localization (Sources: [8] / Intermec Technologies).

There are five major reasons for this:
1. Foremost, the wireless propagation channels of both systems are not even remotely com-

parable. The echo created by an airplane is usually isolated from all other echoes, i.e.,
it is not surrounded by considerably larger objects. In contrast, UHF RFID tags are
not isolated from their environment and are used indoors, i.e., under massive multipath
conditions. The tag here is the proverbial needle in a haystack. Moreover and for the
same reason, classical radar always has a clear line-of-sight. Flying the airplane behind a
mountain disrupts the ability of the radar station to locate the plane. In UHF RFID, on
the other hand, the LOS to the tag is often blocked by the product on which the tag is
placed or other obstacles. Any ranging system thus has to deal with these non-line-of-sight
(NLOS) conditions.
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2. Ground to air radar antennas are pointed at the sky, thus avoiding any reflections in
the immediate vicinity. Self-interference caused by such reflections, which are literally a
million times stronger than any target echo, cannot be avoided in passive UHF RFID.
On the contrary, reader antennas are deliberately pointed at reflecting surfaces in RFID
portal setups in order to concentrate energy inside the portal.

3. A radar station has a lot of time to track the airplane (or other targets) and is thus able
to learn and predict its behavior. A UHF RFID tag leaves the range of the system within
seconds. Constantly tracking a single tag during this time is not possible, since there are
tens or even hundreds of tags that have to be processed within this short time frame.

4. Radar stations, especially military ones, use high-end equipment that is a lot more expen-
sive than anything even remotely feasible in RFID.

5. Finally, while “misplacing” an airplane by 10m is not a problem in air traffic radar, it is a
huge problem in passive UHF RFID applications. This is discussed in detail in Section 1.3.

1.3 Motivation and Related Work

Accurate localization of tagged objects could benefit UHF RFID in numerous applications, such
as warehouse and point-of-sale portals, salesrooms, or archives. Naturally, the definition of
“sufficient accuracy” depends on the application (size of tagged object, environment), and on
tolerable error rates.

Two showcase applications for tag localization in UHF RFID are the above-mentioned ware-
house portals and the point-of-sale in supermarkets (including electronic article surveillance).
Both typically involve several adjacent portals in which tagged items are being registered while
moving through. And in both applications, apart from the obvious necessity to distinguish be-
tween portals, the system also has to distinguish between “moving through”, “moving by” and
“lying somewhere close” with extremely low error rates. For comparison: an error rate of 1‰ at
a supermarket point-of-sale would imply that, assuming an average of 50 products per customer,
one out of twenty customers will receive an erroneous bill. Taking the typical size of and spacing
in-between such portals into account, an accuracy/precision between 30 cm and 1m at an error
rate well below 1‰ for distances up to a few meters would be required for such applications, cf.
[5, 9, 10]. Although there has been considerable research on this issue since 2005, this problem
remains elusive. There are two major reasons for this: severe multipath propagation, especially
inside UHF RFID portals, and the limitations enforced by the general system design (low-power,
low-complexity tags; high throughput of tags in portals). The combination of both problems
makes tag localization in passive UHF RFID an extremely challenging task.

Hence, the research question addressed and answered by this thesis is:
Is it possible to accurately determine the position of passive UHF RFID tags in typical appli-
cations and within the boundary conditions of passive UHF RFID systems?

Most of this thesis deals with ranging (the basis of range finding localization), but also direc-
tion finding is discussed to some extent. The central goal is read zone management in typical
UHF RFID applications, i.e., the detection of over-range and false positive reads. Apart from
having to deal with the UHF RFID channel, any potential system thus has to meet several re-
quirements to ensure compatibility with the established hardware and protocol. From a system
point of view, the most important requirements are3:

• compatibility to ISO 18000-6C [1]
• passive, low complexity tags
• backscatter modulation, multiple targets

• target detection time: less than 1ms
• up to 12m range
• error: ≤ 10% of the true distance

3 These requirements have been defined by NXP as target specifications for this thesis project [11,12] (internal).
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State-of-the-Art Ranging and Localization Methods in UHF RFID

Localization methods in UHF RFID can be categorized into the following groups, which will be
discussed in detail below:

1. localization of the reader using multiple tags (typically conforming to standard)
2. localization of a single tag using one or multiple readers

a) methods inside the Gen-2 standard
b) methods which require an extension to or coexist with the standard

Localization of the reader using multiple tags is typically used to determine the position
of a robot or human inside a room [13–29]. To this end, multiple RFID tags are placed at known
positions throughout the room (typically on floor or ceiling) and an RFID reader continuously
queries the tags using directional antennas. Depending on the position of the reader, only a
certain subset of the tags will reply to the query. The reader’s position is typically obtained
from this subset using fingerprinting techniques. The accuracy achieved depends on the spacing
between tags and the distance between reader and tags. It is typically in the order of 50 cm for
a dense grid (cf. above references). This method is often combined with measurements of the
received signal strength (RSS) [13,16,17,21,22], optimization techniques [13,17,20–26,29], and
can also be combined with variable reader output power levels [16,27,28]. Robust fingerprinting is
feasible in this scenario because several hundred tags can be placed, thus forming a statistically
stable base of reference points. A single over-range read or missing tag is thus unlikely to
influence the final result. Straightforward application to tag localization using a set of reference
readers is theoretically possible (e.g., [26,30,31]), but ultimately too expensive.

Localization of a single tag using one or multiple readers is a flagship supply-chain
application. As opposed to the above scenario, tags in warehouse- or supply-chain applications
can only be ranged a few times (typically only once) before they leave the interrogation zone.
The aim is usually classification such as “inside/outside portal 4” (read zone management) or
“on shelf 17, 3rd row”. Unlike for the positioning of the robot above, the error rate of each
individual estimate has to be very low: While the position estimate for the robot does not
depend on a single one out of thousands of reference tags, a truck driver’s boss might not look
kindly upon a pallet of expensive goods supposedly (according to the RFID system) loaded onto
the truck, but never unloaded at its destination. Process information can be used in order to
increase robustness in these scenarios, e.g., [32–34].

A comprehensive overview of (mostly phase-based) narrowband ranging methods for passive
UHF RFID can be found in [35], while [36] contains a list of active RFID ranging systems. A
more detailed description of different narrowband methods can also be found in Section 4.1.

Several narrowband methods work within the existing standard: Variable reader output power
levels or received signal strength in combination with distributed readers can be used to localize
a single tag [37–40]. Also combinations with beamsteering [41] are possible. The method reaches
a localization error of 60 cm (single-tag, [40]) down to 15 cm (reference tags, [37]), but comes at
the cost of a high reader density and the necessity of per-tag calibration in order to reach this
accuracy.

RSS-based methods using only one mobile reader on a robot or cart [42–45] reach localization
errors down to 10 cm at short distances (approx. 1m), but need a lot of time to build the virtual
array of readers and thus rely on a stationary tag. Like all methods with multiple observations,
learning/optimization methods can be used to increase accuracy, e.g. [42].

Another method uses continuous phase measurements of the backscattered carrier, i.e., the
rotation in the constellation diagram [46]. This is similar to measuring the Doppler shift [47,48]
and gives an estimate of the radial (centripetal) speed of a tag relative to the reader antenna.
No conclusive ranging accuracy is given, although it is likely to be in the range of at least several
ten percent of the true distance, cf. Fig. 17 in [35]. Even though this method is not practicable
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for ranging in most real-world scenarios (a tag needs to move and be queried continuously to
obtain its position), it is currently used to determine if a tag is moving, cf. [49]. However,
when combined with synthetic aperture radar techniques (SAR; moving reader), this method
yields the position of the tag [50]. Even errors in the low centimeter range can be achieved at
short ranges (approx. 1.5m) [50], provided that tag and environment are stationary for several
minutes.

A series of carrier phase measurements in combination with frequency hopping reaches an
error of 40 cm and below in anechoic environments [51], but most likely has a considerably
higher error in multipath environments. )See Section 4.2 for further details.)

Yet another method uses antenna arrays to determine the angle of arrival from several reader
positions [52–57], cf. [58–60]. In idealized simulations [56,57], anechoic rooms [54], and in a light
multipath environment [55], accuracy is in the range below 3 ° using a 2× 1 array. Roughly the
same accuracy can be reached in dense multipath environments using larger arrays [53]. Last
but not least, pseudorandom (pseudo-noise) sequences with well-defined correlation properties
(widely used in GPS/GNSS [61], IEEE 802.15.4a-based ranging [62], and a number of other
communication systems) have also been applied to the ranging problem in UHF RFID [63].
Using small bandwidths (∼MHz) and a semi-passive tag, errors in an unspecified multipath
environment are in the range of 1.5m [63].

Methods that require additional transmit signals either coexist with the standard (use a
different frequency range) or require an extension to the standard (modification to spectral
masks and/or multiple carriers). These are typically multi-carrier systems [64–66] or frequency-
modulation continuous-wave (FMCW) systems (up to ultra-wide bandwidths) [67–84]. Both
methods are sometimes combined with array processing to mitigate multipath propagation [64,
65]. Ranging accuracy in the absence of multipath propagation4 is in the millimeter/centimeter
range (see references above), but is likely to reach several meters for practical UHF RFID
scenarios, cf. Chapters 4 and 5. Cable-based [73,80,85], AWGN4 [66,75,81], and two/three-path
wireless channel models [65, 86] in particular are overly optimistic representations of the UHF
RFID channel, cf. Chapter 2. Notably, active FMCW systems have been tested in industrial
environments (under clear LOS) [68, 78, 79, 83], reaching errors below 30 cm at distances up
to several hundred meters. Recent publications extend the FMCW approach to semi-passive
backscatter systems [67, 71], although it is not yet known if the system is able to deal with
the combination of heavy multipath propagation, frequency tolerances [1], and the high tag
throughput in UHF RFID application scenarios. See Chapter 5 for a further discussion of this
topic.

There are also several commercial passive UHF RFID localization systems available. In con-
trast to the published scientific results, details concerning the methods used are kept a secret.
From a scientific point of view, claims concerning accuracy often seem to be missing an “un-
der ideal conditions and after some manual corrections” note. Active or semi-active RFID tag
localization (as implemented by Tagent5, for example) is not addressed in this thesis.

Mojix (http://www.mojix.com) uses distributed readers (reader antennas) and presumably
analyzes the tag responses in the space-time-frequency domain [87]. Accuracy is said to
be “within as close as one meter” [88], which can be taken as an accurate claim, since it
actually could be interpreted as a lower bound for the error.

RF Controls (http://www.rfctrls.com) uses phased arrays for interrogation and localization.
Accuracy is said to be 30 cm (1 ° in the angular domain) [89].

Trolleyscan (http://trolleyscan.com/, http://www.rfid-radar.com) claims to reach mil-
limeter accuracy at a distance of 40m using passive tags [90] within the EPC Gen-2

4 This includes stationary multipath channels after calibration.
5 http://www.tagent.com
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protocol, without triangulation or fingerprinting, but “using a new method” [91]. This
claim seems to be optimistic at best in the light of the results presented in this thesis, but
also when compared to high-accuracy ultra-wideband ranging systems [92].

Wirama was a spin-off from the University of California (UC Berkeley and UC Santa Barbara).
Accuracy was supposed to be in the range of 6 inches (15 cm) up to a maximum distance
of 10m [87], solely based on the EPC Gen-2 protocol. The company disappeared in 2008.

Loosely related to the localization methods treated in this thesis are ultra-wideband (UWB)
positioning techniques and systems (e.g., [5, 92,93]). Most prominent among these is the IEEE
802.15.4a standard [94]. An analysis of the ranging capabilities within this standard can be
found in [62]. Furthermore, a comprehensive survey of indoor positioning systems (including
ultrasound and optical systems) can be found in [95]. UWB technology in general is considered
to be a possible successor to current passive RFID technology [96], cf. [97–99].

The exact opposite of ultra-wideband, namely low-frequency near field ranging, is available
as well [100]. This technique works at around 1MHz and evaluates the relation between electric
and magnetic near field transmitted from an active transponder about the size of a GPS receiver.
It is developed and sold by the US company Q-Track6 for localization in rugged environments.

Also loosely related is the topic of indoor and underwater acoustic source localization, e.g.,
[101–105], including underwater echo localization (sonar), e.g., [106–109]. Both passive and
active localization in acoustics almost invariably use large microphone/hydrophone arrays (see
[105], for example) or synthetic apertures (e.g., [106]). Moreover, acoustic signals span huge rel-
ative bandwidths and are therefore often ultra-wideband (e.g., human speech or an active sonar
“ping”). From an electromagnetic point of view, the ease with which large relative bandwidths
can be achieved in acoustics, the sampling resolution (above 8 bit), and also the comparatively
low hardware costs for huge arrays can only be viewed with envy and amazement.

State-of-the-art simulation and emulation tools in UHF RFID are typically designed
for the analysis of the existing EPCglobal Class-1 Gen-2 protocol.

RFIDSim7 [110–112] is an open-source protocol simulator for Gen-2 UHF RFID. It features
high-level physical models of channel (Rician fading) and tag (nonlinear lookup-table-based
reflection coefficient) and is based on a discrete event simulation core (JiST, [113]).

The ASD Kit and Library [114–116] developed and sold by CISC Semiconductor8 is a system-
level simulation and emulation tool with a focus on the tag model. It uses a chip-level behavioral
model of the tag that can also be uploaded to a tag emulator hardware. Emulator testbeds for
UHF RFID tags [117–119] and channels [120,121] are currently also being developed at Vienna
University of Technology.

System-level simulators for RFID have been developed at the Auto-ID Labs of Fudan Uni-
versity [122] and at Beijing Jiatong University [123]. The technical focus of both simulators is
on the reader. Some resemblance also exists to a WiFi/RFID localization testbed [124] and a
system-level simulator for chipless surface acoustic wave (SAW) sensors [125].

Finally, in addition to the publicly available tools listed above, there is likely a high number
of proprietary solutions operated by RFID companies around the world.

6 http://www.q-track.com/
7 http://www.matthewjmiller.net/files/rfidsim_doc/html/
8 http://www.cisc.at/
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1.4 Contributions and Outline

Ranging in passive UHF RFID was not even in its infancy at the beginning of this thesis project
in 2007. Available work was mostly theoretical and provided only a very high-level view. In
order to be able to develop a solution for the ranging problem, two prerequisites had to be met:
first of all, an environment for tests and performance benchmarking had to be created and,
secondly, a model for the (quite peculiar) UHF RFID wireless channel had to be found.

UHF RFID hardware at that time was not able to support any ranging. Even measurement
capabilities for the return link phase (i.e., in-phase/quadrature-phase (I/Q) demodulators) were
rare. Furthermore, measurement setups in general are very limited in their capability of switch-
ing on/off different physical effects, such as frequency tolerances or multipath propagation. For
this reason, a simulation framework was created and gradually refined in the course of this the-
sis project. In contrast to other UHF RFID simulators (for related work see Section 1.3), it is
specifically designed to handle (ultra-)wideband signals and fading channels, as well as nonlin-
earities and detuning of tags. It also comes with its own exception handling and logging system
and an extensive set of self-test routines that ensure the framework’s functionality. The first
stable version of what would later be called The PARIS Simulation Framework was presented
at the IEEE RFID conference in 2009:

[126] Daniel Arnitz, Ulrich Muehlmann, Thomas Gigl, and Klaus Witrisal, “Wideband system-level
simulator for passive UHF RFID,” in Proc. IEEE Int RFID Conf, Orlando, Florida, Apr. 2009,
pp. 28-33.

From the beginning, this framework was built for maximum flexibility. The tag model, for
example, is based on lookup tables derived from data that can easily be measured, such as
antenna- and chip impedances. Simulating different types of tags is thus only a matter of
obtaining this data. The currently available tag model is based on data provided by NXP and
resembles an NXP UCODE G2XM on an NXP UCODE general purpose reference antenna. The
entire simulation tool including all characteristics was made available under the GNU General
Public License [127]. It is explained in detail in Chapter 3.

In 2009 and 2010, the tag reflection coefficient model has been verified by extensive mea-
surements. The tag reflection coefficient is of paramount importance not only to ranging as a
potential source of large errors (cf. Section 4.2), but also to tag-antenna-based sensing. Verifi-
cation has been done by time-variant scattering (S-) parameter measurements of the modeled
NXP UCODE G2XM tag in the field and during modulation, using a vector network analyzer
(VNA). The central problem in this measurement is calibration: even with highly directive horn
antennas and in an anechoic chamber, environmental reflections and direct coupling (feedback)
exceed the tag’s reflection coefficient (radar cross section) by several tens of dB. While detecting
the change in the reflection coefficient during modulation is an easy task (this is why UHF RFID
is so robust), an exact measurement of both modulation states is borderline impossible even us-
ing state-of-the-art network analyzers. The reflection coefficient model and the measurement
procedure for its verification were published in 2010 at the EURASIP workshop on RFID and
won the best paper award:

[128] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “Tag-based sensing and positioning in
passive UHF RFID: Tag reflection,” in 3rd Int. EURASIP workshop on RFID Techn., Cartagena,
Spain, Sep. 2010, pp. 51–56.

To our knowledge, this is the first wideband measurement of the tag reflection coefficient
in situ and during tag modulation with a standard VNA. A detailed explanation of the tag’s
reflection coefficient model and its calculation from raw data can be found in Section 3.3.

The second prerequisite mentioned above, the UHF RFID channel, was the dominant topic
in the third year of the project. During the first two years, the channel was assumed to be not
much different from a standard short-range indoor wireless channel. Unfortunately, this is not
entirely the case. Common wireless indoor channel models such as the IEEE 802.15.4a model
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are not directly applicable due to several peculiarities of UHF RFID setups. These special fea-
tures include the very short range, several large and possibly strong reflectors in the immediate
vicinity of the tag to be ranged (tagged products), and the fact that the channel is degenerate
due to its backscatter nature. Following this realization, a UHF RFID measurement setup suit-
able for ultra-wideband measurements was created and several measurements were conducted.
Based on these measurements the channel models implemented in the PARIS framework were
corrected and extended, and the candidate ranging systems were re-evaluated. Several publi-
cations followed this process. A poster at the IEEE RFID 2010 conference presented our first
measurement results with the newly created setup:

[129] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “Wideband characterization of UHF
RFID channels for ranging and positioning,” Poster at IEEE Int RFID Conf, Orlando, Florida,
Apr. 2010.

Following this first test measurement and after completing and perfecting the measurement
setup, extensive measurements were performed in the UHF RFID gate installation at NXP’s
Application and System Center (ASC). The measurement and analysis setup as well as some
preliminary results were published at the 11th COST2100 meeting in June 2010, and were also
featured in the COST2100 newsletter in July 2010 [130].

[131] Daniel Arnitz, Grzegorz Adamiuk, Ulrich Muehlmann, and Klaus Witrisal,
“UWB channel sounding for ranging and positioning in passive UHF RFID,” in 11th
COST2100 MCM, Aalborg, Denmark, Jun. 2010.

The full analysis of those measurements held several unpleasant surprises. The propagation
channel inside an RFID portal resembles a severe multipath industrial channel. Additionally,
the portal design creates a very deterministic channel, thus also limiting the effects of spatial
diversity and invalidating several common assumptions regarding wireless channels. A compre-
hensive analysis of this channel has been submitted to the IEEE Transactions on Antennas and
Propagation:

[132] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “Wideband characterization and model-
ing of UHF RFID channels for ranging and localization,” submitted for publication.

Not part of this analysis is a complete theoretical investigation of the channel’s backscatter
property. A derivation of wideband backscatter channel characteristics vital to ranging and
localization has been accepted by the IEEE Transactions on Antennas and Propagation:

[133] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “Wideband characterization of backscat-
ter channels: Derivations and theoretical background,” accepted for publication.

Finally, a validation of these derivations and the resulting estimators was presented at the
European Wireless conference in 2011:

[134] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “Wideband characterization of backscat-
ter channels,” in Proc. Europ. Wireless Conf, Vienna, Austria, Apr. 2011, pp. 205–211.

This marks the final result of the channel modeling efforts. A summary of the findings
published in these papers can be found in Chapter 2.

Naturally, the core topic of this thesis also demanded a lot of effort. In the hope to find a
system that could easily fit into current UHF RFID systems, the research on localization methods
for passive UHF RFID started with narrowband methods9. As it was obvious that pure RSS-
based methods would never reach the required accuracy and robustness, another approach had
to be taken: an evaluation of the relative phase shifts between carriers, usually referred to as
continuous-wave (CW) radar. A generalized approach using multiple carriers was published in
the IEEE Transactions on Microwave Theory and Techniques in 2009.

[135] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “Multi-frequency continuous-wave radar
approach to ranging in passive UHF RFID,” IEEE Transactions Microw. Theory Tech., vol.
57, no. 5, pp. 1398–1405, Jul. 2009.

9 Tag localization (2-D, 3-D, or quantized into read zones) requires that the underlying range/direction finding
problem is solved in the first place. Consequently, most of the thesis deals with ranging. Direction finding is
discussed as well, see Section 4.1.
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This paper contains the theoretical framework as well as a comprehensive analysis of the
ranging error introduced by noise, the tag, and multipath propagation. The main reasons
for sending multiple carriers (instead of just two) are the increased robustness to multipath
propagation and the possibility to correct some errors created by the tag. Predicted ranging
errors are in the range of 10 − 20% of the true distance for a single carrier pair, with multipath
propagation being the most prominent source of errors. In retrospect, this analysis makes an
assumption that is too mild for passive UHF RFID: it assumes that the direct path is always
the strongest path. A more detailed analysis of this approach, also incorporating the findings of
the channel measurements, can be found in Section 4.2.

From the channel measurements performed in the UHF portal, a single conclusion can be
drawn regarding ranging methods: only ultra-wideband systems will reach the required error
bound within the given measurement time. The small target size in UHF RFID in relation
to the massive environmental reflections, however, pose a huge problem for these systems. In
essence, UWB-based ranging is comparable to detecting minuscule changes in the environment,
namely the change in the tag’s radar cross section (∼cm2). To speak from our experience during
the measurements, it is a lot simpler to detect the breathing of a person somewhere in the room
than to detect the tag modulation. Nonetheless, we managed to prove that UWB-based ranging
works in principle by combining the analyses and experience from channel measurements and
tag reflection coefficient measurements. Using this approach, we were able to detect a manually
emulated tag modulation and pinpoint its source with a median error of 1.5% of the true distance
(maximum error: 7.7%). These results were obtained in the SPSC’s radio frequency (RF) lab,
which resembles an industrial environment from a channel point of view. The measurement-
based proof of concept including the method itself was published in 2010 in the IET Electronics
Letters.

[136] Daniel Arnitz, Ulrich Muehlmann, and Klaus Witrisal, “UWB ranging in passive UHF RFID:
Proof of Concept,” IET Electron. Letters, vol. 46, no. 20, pp. 1401–1402, Sep. 2010.

Finally, the performance of wideband frequency-modulation continuous-wave radar in the
UHF RFID portal environment was analyzed in co-operation with the Institute of Electrical
Information Technology of Clausthal University of Technology. The analysis is based on the
channel transfer functions recorded in the ASC and shows that wideband radar systems are able
to deal with this harsh channel, but also that upper error bounds are reached. The results were
published at the IEEE RFID 2010 conference in 2011.

[137] Gang Li, Daniel Arnitz, Randolf Ebelt, Ulrich Muehlmann, Klaus Witrisal, and Martin Vossiek,
“Bandwidth dependence of CW ranging to UHF RFID tags in severe multipath envi-
ronments,” in Proc. IEEE Int RFID Conf, Orlando, Florida, Apr. 2011, pp. 19–25.

Wideband and ultra-wideband ranging systems are discussed in detail in Chapter 5.

Two more publications as co-author fall within the time period of this thesis. The first paper
deals with ranging in IEEE 802.15.4a, which is an ultra-wideband system. It was published at
the IEEE Symposium on Personal, Indoor and Mobile Radio Communications in 2009.

[138] Thomas Gigl, Josef Preishuber-Pfluegl, Daniel Arnitz, and Klaus Witrisal, “Experimental charac-
terization of ranging in IEEE802.15.4a using a coherent reference receiver,” in Proc. IEEE
Int Symp. on Personal, Indoor and Mobile Radio Comm., Tokyo, Japan, June 2009.

The second paper deals with ultra-wideband channel characterization and is based on the
measurement procedures developed for the channel analyses in the context of this thesis. This
publication, too, deals with ultra-wideband systems, specifically a channel analysis with respect
to specular reflections. It was submitted to the IEEE ultra-wideband conference, ICUWB, in
2011.

[139] Paul Meissner, Daniel Arnitz, Thomas Gigl, and Klaus Witrisal, “Analysis of an indoor UWB
channel for multipath-aided localization,” submitted for publication.
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2
Modeling the UHF RFID Channel

All wireless communication systems share a common enemy: the channel. Life would
be simple (and boring) without its constant (but often time-variant) interference. The
subspecies “passive UHF RFID channel” is an assortment of some of the finest wireless
channel features, so to speak:

• very short-range (often not fully in the far field)
• reflective materials close to the tag (product on which the tag is placed)
• strong influence of the local geometry (short range, strong specular reflections)
• degenerate (pinhole [140]) channel due to the backscatter nature

This chapter is dedicated to the analysis of typical UHF RFID channels. After intro-
ducing some basics in Section 2.1, typical UHF RFID scenarios and the corresponding
channels are explained in Section 2.2. This section also includes a discussion of the ap-
plicability of common channel models to ranging in UHF RFID. The following channel
analysis of the passive UHF RFID channel is based on several measurements in indoor
environments, most notably a UHF warehouse portal, and can be found in Section 2.3.
Like most channel analyses in the literature, Section 2.3 discusses single-channel param-
eters. A method to apply wideband single-channel parameters to backscatter systems
is provided in Section 2.4. Finally, a summary of recommended channel models and
their parameterization is given in Section 2.5.
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2.1 Introduction to Wireless Propagation

minor parts of this section have been published in [132]

2.1.1 Basics / Multipath Propagation Mechanisms

The most basic property of wireless channels is multipath propagation, where the time-variant
channel impulse response (CIR) between a transmitter (TX) and a receiver (RX) is formed by
a countless number of paths. Each path is governed by physical mechanisms: free space loss,
reflection/transmission and diffraction at large objects, scattering at small objects and rough
surfaces, as well as waveguiding [141, 142]. In its general form, the channel impulse response is
multidimensional and thus not a simple construct, cf. [143], [141, p. 113].

Effects of the channel on the received power are categorized into three groups, which are
illustrated in Fig. 2.1. The average attenuation (or path loss) is generated mostly by propagation
loss. Deviations from this average path loss are called fading and are caused either by large
objects between receiver and transmitter (shadowing / large-scale fading; changes slowly) or by
interference between paths (small-scale fading; very localized). Both large-scale effects, i.e., the
average path loss and shadowing, are typically represented by a log-distance path loss model and
log-normal shadowing [142, pp. 138–139]. Small-scale effects are massively frequency-dependent
and best understood from the CIR or the channel transfer function (CTF), which is the Fourier
transform of the CIR. For narrowband systems, small-scale fading effects can be modeled using
a Rayleigh, Rice, or Nakagami distribution [141,142].

power (log)

distance

average path loss

large-scale fading (shadowing)

small-scale fading

Figure 2.1: Channel basics: comparison of path loss models.

The wave propagation between a transmitter and a receiver can be in line-of-sight (LOS) or
non-line-of-sight (NLOS). The definitions of LOS and NLOS, however, are somewhat ambiguous:
From a setup/scenario point of view, LOS denotes an unobstructed direct path, i.e., air or other
electromagnetically transparent material. Everything else is NLOS. This is the more common
definition and the one used in this thesis. It takes into account that any material blocking the
direct path will delay the signal due to reduced group velocity in dense materials compared to
air. The alternative definition is based on the shape of the CIR. LOS there implies that the
direct path can be identified in the CIR regardless of whether there is some object between
RX and TX. If the direct path is the strongest component, this is sometimes called direct LOS
(DLOS), [144,145]. For an NLOS CIR the direct path is below the noise floor and thus cannot
be identified.
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2.1.2 The Power-Delay-Profile (PDP)

As with any linear system, the received signal in wireless communications can be calculated by
a convolution of the transmitted signal and the channel impulse response. Unlike the impulse
response of linear analog and digital filters, however, the wireless CIR is random and depends
on time, position and orientation of transmitter and receiver, polarization, and of course on the
environment. It is thus modeled as a stochastic process.

Only a simplified version of the wireless channel impulse response will be used in this thesis,
where the CIR h(pTX,pRX, τ) depends only on the positions of the transmitter (pTX) and the
receiver (pRX), and on the propagation delay τ . We will use a band-limited version of the CIR,
represented by a filtered tapped delay line model (cf. [141, p. 105])

h(pTX,pRX, τ) :=

N∑

n=0

hn(pTX,pRX) · w(τ − nTs). (2.1)

In this representation, hn(pTX,pRX) is the complex gain factor of the n-th multipath com-
ponent (MPC) between a transmitter TX at position pTX and a receiver RX at position pRX,
w(τ) is a window function (pulse shape) with the appropriate bandwidth, and Ts is the sampling
interval. Each MPC (delay bin) in this model combines a large number of physical paths with
similar delays. As a consequence and due to the central limit theorem [146], the MPC gain hn

of a NLOS component can typically be modeled as zero-mean Gaussian random variable, cf.
[141]. Note that this is not true for deterministic components such as the LOS and deterministic
reflections, cf. [133].

Furthermore, we define the (instantaneous) power-delay-profile (PDP) as the squared magni-
tude of the CIR,

S(pTX,pRX, τ) := |h(pTX,pRX, τ)|2. (2.2)

and the average power-delay-profile (APDP) as the spatial average of PDPs at several posi-
tions, e.g., over NTX transmitter and NRX receiver positions

S(τ) :=
1

NTXNRX

NTX∑

i=1

NRX∑

j=1

S(pTXi,pRXj , τ) =
1

NTXNRX

NTX∑

i=1

NRX∑

j=1

|h(pTXi,pRXj, τ)|2 (2.3)

Note that these definitions and representations are simplifications. First and foremost, they
require ergodicity of the MPCs as well as an absence of correlation between them. Both require-
ments are easily violated in indoor environments [141, p. 105] or by increasing the bandwidth
to UWB [147]. Nonetheless, the implications are sufficiently robust to be useful even in critical
environments, as proven on the next few pages. Further details as well as the background theory
can be found in [140–142].

With the theory established, we will now take a closer look at the (average) power-delay-profile.
Typical UHF RFID wireless channels feature an APDP similar to the one shown in Fig. 2.2. The
first arriving component of a PDP or an APDP corresponds to the direct (LOS) path between
transmitter and receiver, and all following components correspond to indirect (reflected, NLOS)
paths. The NLOS part often features clusters, i.e., distinct groups of reflections that stand
out of the general decay. Such clusters are created by multiple reflections and scattering at
objects that are spatially close. The decay of APDP and clusters is traditionally modeled as
exponential [148]. Note, however, that exponential decay is not a general property of wireless
indoor channels, e.g., [149].
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PSfrag replacemenpower (log)

delay

LOS
peak

clusters

window artifacts

exp. decay

noise floor

Figure 2.2: Channel basics: typical measured indoor average power-delay-profile (industrial environment).

The shape of the APDP is characterized by several interdependent parameters. The standard
deviation10 of the normalized APDP is called root mean square (RMS) delay spread (τRMS),

τRMS =

√∫∞
−∞(τ − τavg)2S(τ)dτ

∫∞
−∞ S(τ)dτ

with the average delay τavg =

∫∞
−∞ τS(τ)dτ
∫∞
−∞ S(τ)dτ

, (2.4)

while the last significant11 delay is referred to as the maximum excess delay, τmax.
For positioning, the power ratio of the direct (LOS) path to all indirect paths is of paramount

importance, as it quantifies the influence of the direct path on the entire delay-profile. This
ratio is provided by the K-factor with respect to the LOS path, which is a ratio between the
LOS power PLOS and the NLOS power PNLOS,

KLOS =
PLOS

PNLOS
=

PLOS

PLOS+NLOS − PLOS
. (2.5)

Note that this is not necessarily identical to the definition of the Rician K-factor, which is a
power ratio based on the strongest path instead of the direct path [142, pp. 212–214]. Unless
explicitly stated otherwise, “K-factor” refers to KLOS in this thesis.

Two more channel properties have a strong influence on ranging accuracy: The coherence
bandwidth specifies the frequency offset at which the autocorrelation of the CTF (i.e., the spaced-
frequency correlation function, SFCF) drops below a specified value. The coherence distance
(coherence length) is the distance a receiver may move (for a fixed transmitter) before the
correlation between the CIRs drops below a given value (typ. 50, 70, or 90%). The corresponding
correlation function is called spaced-distance correlation function (SDCF).

2.1.3 Effects of Local Geometry

While all the above parameters are originally defined for the average PDP and corresponding
spectra [141, p. 110], they can of course be calculated for individual (instantaneous) PDPs
and CTFs, i.e., single realizations of the wireless channel. This is especially useful in indoor
environments, where the shape of the CIR is massively influenced by localized effects such as
shadowing, large reflectors, antenna gain patterns, and the distance to the transmitter.

An example is shown in Fig. 2.3. Here the left side of a simple room with concrete walls
contains an RFID reader (“transmitter”) with its mainlobe pointed at an absorbing wall. The

10 more precisely: the square-root of the second central moment of the normalized APDP
11 As always, the definition of “significant” depends on the application.
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right side of this room is partially shielded by the absorber which blocks the direct path, but
only a small fraction of the reflected and scattered components. An Intermec IA39B [7] is used
as a transmitter antenna in this example. Omnidirectional receivers are distributed throughout
the room in order to measure and visualize the field distribution. The spatial distribution of
KLOS for this setup is shown in Fig. 2.3(a). Since the channel impulse responses at individual
positions are random, the shape parameters at these positions become random as well, explaining
the “noise” in the plot.

Obviously, the statistics of KLOS depend on location in this room. Behind the absorber,
KLOS is in the range of −30 dB and thus very low especially compared to the area in front of
the transmitter, where the direct path is very dominant and values up to 25 dB are possible.
The fastest changes in KLOS can be observed close to the transmitter and at the border of the
absorber’s shadow.

(a) spatial distribution of KLOS[dB]
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(b) CDFs over different areas

Figure 2.3: Simulation example: K-factor with respect to LOS (KLOS) in a large room. The upper right-
hand corner of this room is partially shielded from the transmitter by an absorbing obstacle at
x = 0m. CDF plots have been generated for the area in front of the transmitter (blue box), the
upper right corner (red box), and the entire room.

Cumulative distribution functions (CDFs) of KLOS are shown in Fig. 2.3(b) for the areas at
the upper right corner (red box and line), the area in front of the transmitter (blue box/line),
and the entire room (black). Such distribution functions are a very useful tool in evaluating the
effects of the wireless channel on a ranging method and will frequently be used in this thesis. If,
for example, a ranging method fails for KLOS < −12 dB, it will not work in roughly 50% of the
locations in this room. It will, however, always work in front of the transmitter, though never
in the upper right-hand corner.

Note that it is hard to find large regions with constant statistics and thus stationary/ergodic
PDPs in Fig. 2.3. An exception is the upper right-hand corner, which is characterized mostly
by scattered channel components and a negligible LOS path. The PDPs in this region are hence
based on the same random process. In close proximity of the transmitter, on the other hand,
the LOS path and thus a deterministic component is dominant. At such close ranges, the free
space attenuation still changes rapidly with distance, as does the angle dependence created by
the antenna gain pattern, cf. [3, 141,150].

Unfortunately, the concept of APDPs hinges on the approximate ergodicity of the averaged
PDPs. Averaging over regions with different statistics will result in a mix of delay-profiles that
masks individual characteristics. A proof can be found in Fig. 2.3(b): there is no sign at all of
different zones in the CDF over the entire room. Hence, in order to keep this systematic error
as small as possible, spatial averaging in indoor environments must be done very carefully.
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2.2 Channel Models

2.2.1 Typical UHF RFID Scenarios and Channels

Passive UHF RFID is a classical logistics technology, with main applications in supply chain
management and product tracking. As such, two main scenarios arise: a production hall or
salesfloor, where small products are identified and tracked, or a portal in which tagged objects are
registered while moving through. With the exception of the salesfloor, environments are typically
industrial, i.e., they are constructed of highly reflecting materials such as metal and concrete.
Additionally, UHF RFID portals are often built with metal shielding. This combination ensures
massive multipath propagation.

Similar to anti-theft systems at shop exits, an RFID portal typically consists of two stands to
the left and right, holding several antennas connected to the reader (interrogator). Since they
are “behind the scenes”, the construction of these portals is often quite crude. The antennas are
mounted directly on metal backplanes, which keep the energy inside the portal and also increase
the gain of the transmitter antennas, thus maximizing read rates. In combination with multiple
antennas at each side, this portal setup ensures the best possible read rates but has devastating
effects for narrowband ranging, as will be shown on the following pages and in Chapter 4.

reflection

LOS (blocked)

reader antenna

product
pallet

tag

(a) the reason for metal backplanes

reader antenna

wall

ground

LOS

tagproduct
pallet

(b) prominent reflections

Figure 2.4: Reflections inside the UHF RFID gate (simplified).

Fig. 2.4(a) illustrates why metal backplanes are used in such portals: even though the direct
path from the active reader antenna to the tag is blocked by the pallet, the gate reflection
is not, hence the tag can still be read. The most prominent multipath components inside
the gate are the LOS path, the ground reflection, and the reflection at the opposite gate, as
shown in Fig. 2.4(b). It will be demonstrated later that neglecting everything but these three
paths is an accurate approximation when calculating receive power levels inside the portal,
but is a potentially dangerous oversimplification of the channel when considering ranging, see
Section 2.2.3 and [132].

The signal model in Fig. 2.5(a) will be used throughout this thesis. It is a generic signal
model that is valid for all backscatter systems. The transmitted signal is sent over the downlink
channel to the tag, where it is backscattered and returned via the uplink channel. The feedback
channel contains all components of the received signal that have not been modulated by the
tag. This includes the antenna mismatch as well as reflections from the environment if receiver
and transmitter antenna are identical (monostatic setup). For bistatic setups (distinct TX and
RX antennas), the feedback is formed by the multipath channel between TX- and RX-antenna.
Both setups are compared in Fig. 2.5(b).
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Figure 2.5: Signal model for backscatter systems and simple illustration for bi- and monostatic setups.

2.2.2 Channel Models in the Literature

The literature on channel models is exceptionally rich, ranging from narrowband through wide-
band to ultra-wideband models, cf. [141, 142]. Channel models for passive UHF RFID are
narrowband. Due to the low symbol rates and the short range, dispersion and propagation
delay are not an issue [151]. Attenuation and fading, on the other hand, are a vital parameters
because of their link to the read rate of passive tags via the minimum required operational
power (sensitivity), cf. [3, 152, 153]. Consequently, channel models in UHF RFID deal exclu-
sively with receive power distributions and link budgets. Comprehensive analyses can be found
in [151,154,155], for example. Furthermore, the channel is degenerate (a.k.a., pinhole, keyhole,
dyadic) due to its backscatter nature [154, 156, 157], cf. [158–160], [140, pp. 29–31]. Notably,
this is not limited to monostatic antenna configurations, but applies also to bistatic setups [157].
A detailed analysis can be found below, including a measurement-based verification of several
of the claimed properties.

Statistical models used in RFID channel modeling are based on Nakagami, Rician, or Rayleigh
distributions [157,161–163] with reference to pioneering works in indoor channel modeling, e.g.,
[164–166]. Common deterministic RFID channel models are based on single reflections, such as 2-
ray models (LOS and ground reflection) [167] or 3-ray models (LOS, ground, and gate reflection,
cf. Fig. 2.4(b)) [168], up to 5-ray models [161]. Full-blown ray tracing is sometimes discussed
[167] but rarely used in UHF RFID, e.g. [169]. The same applies to large-scale electromagnetic
(EM) solvers [167]. Some research has been done towards a hybrid channel model, combining
the deterministic 3-ray model and statistical receive power distributions [168].

Most wideband and UWB indoor channel models are based on the assumption of a purely
statistical channel in order to remain generic and independent of a specific setup. As such, these
models rely on rich and uncorrelated scattering, which causes exponentially decaying APDPs
and clusters. Prominent representatives of this group are the Saleh-Valenzuela (SV) model [148]
and its derivatives: the proposal for IEEE 802.15.3a [170] (personal area networks, PAN), and
the IEEE 802.15.4a channel models [171] (PAN per definition, local area network, LAN, in terms
of system design), as well as some similar and/or related models [2,172,173]. Deterministic, i.e.,
site-specific, channel modeling is mostly focused on ray tracing and ray launching algorithms
[174–181], but some efforts have also been made towards nonlinear dynamics (chaos theory)
[182–184]. A comprehensive list of common UWB channel modeling techniques can be found in
[147].
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2.2.3 Applicability of Specific Types of Channel Models to Ranging in UHF RFID

The applicability of a specific channel model depends on three vital questions:
1. What is the purpose of the model?
2. What does the physical channel look like?
3. What type of signal is sent over this channel?

The first question is easily answered in the context of this thesis: the channel should be
modeled for the purpose of ranging/localization. The second question is treated in detail in
Section 2.3, as well as in [132] and [133]. In order to fully understand the third question, it is
important to understand how multipath propagation affects signals of different bandwidths. We
will thus cover these basics first.

Wideband vs. Narrowband

A very common distinction between signaling schemes for transmission systems is “narrowband
vs. wideband”, i.e., is based on the occupied signal bandwidth. The actual border between
“narrowband” and “wideband” depends on the channel. A narrowband signal exhibits flat
fading, i.e., the CTF magnitude is the same over the entire bandwidth. In other words, the
system bandwidth does not exceed the coherence bandwidth of the channel. Conversely, the
bandwidth of a wideband signal does exceed the coherence bandwidth.

Effects of Multipath Propagation on Narrowband and Wideband Signals

As wireless channels are linear, the channel impulse response is a generic description of the
channel and valid for all signal bandwidths12. Again due to the linearity, we can split the channel
into LOS and NLOS components, as illustrated in Fig. 2.6(a). Each individual sub-channel has
its own group delay. For the LOS channel, the group delay is identical to the line-of-sight delay
τLOS. The overall group delay τgrp is a nonlinear mixture of the deterministic LOS delay and
the random NLOS group delay τNLOS. An example PDP is illustrated in Fig. 2.6(a). The
stems in this illustration represent a high-resolution sampling of the channel. Note that the
LOS component is not necessarily the peak component of the PDP, even if it is dominant in the
APDP.

TX
RXLOS

NLOS

τLOS

τNLOS

τgrp

|CIR|2

τ

avg. power-delay-profile (APDP)

LOS NLOS

(a) separation into LOS and NLOS parts

|CIR|2

|CIR|2

τ

τ
LOS

(LOS)

wideband

narrowband

(b) CIR for wideband and narrowband signals

Figure 2.6: Illustration of overall group delay and effects of limited bandwidth on the CIR.

12 A sampled and truncated CIR is valid up to the bandwidth of the sampling (Nyquist criterion) and also has
a limited frequency resolution.
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With respect to ranging, the central question is: can the line-of-sight path be identified in the
channel impulse response? This question is linked to the physical channel impulse response and
the signal bandwidth. If the LOS can be isolated (which is only the case for wideband signals,
cf. Fig. 2.6(b)), then the system is able to ignore all NLOS components and the LOS delay
estimation yields the true LOS delay, τLOS.

Limiting the signal bandwidth leads to a smoothed version of the physical CIR due to the
uncertainty relation between time and frequency domain13, as shown in Fig. 2.6(b). This masks
individual components, including the LOS. Consequently, a narrowband signal is delayed by the
overall group delay τgrp, not the line-of-sight delay. If the direct path is dominant in the CIR,
i.e., if the instantaneous KLOS is large, τLOS is dominant in τgrp and narrowband ranging will
give accurate results. Conversely, the overall group delay is determined mainly by indirect paths
in case of low K-factors. Depending on the RMS delay spread and the shape of the CIR, this
results in a bias of τgrp towards indirect (i.e., longer) paths. Compare the two smoothed CIRs
in Fig. 2.6(b): while the first peak for the wideband example is clearly the LOS component, the
same is not true for the narrowband CIR. Here the first peak is somewhere inside the NLOS
part. In addition, dominance of random NLOS components leads to high standard deviations
of narrowband estimates.

A corresponding example is shown in Fig. 2.7. Here the NLOS part is dominant in the CIR and
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Figure 2.7: Illustration of the relationship between LOS channel and overall (full) channel.

the RMS delay spread is high (KLOS = −9.8 dB, τRMS = 37.7 ns). The channel transfer function
for the entire channel shows pronounced fading, cf. Fig. 2.7(b). The CTF, on the other hand, is
constant over frequency if the LOS component is isolated and the NLOS part is removed. The
group delay of the LOS channel is also constant, as can be seen in Fig. 2.7(c). It corresponds to

13 As with Heisenberg’s uncertainty principle, which limits the level of precision with which momentum and
position of a particle can be determined at the same time, the combined precision in time domain and frequency
domain is also bounded. The more localized a signal becomes in the frequency domain, the less localized it
becomes in the time domain. A perfect impulse is highly localized in the time domain, but has a flat spectrum.
Conversely, a sinusoid has only a single frequency, but lasts forever.
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the true LOS distance (1.8m in this example). In contrast, the group delay of the entire channel,
τgrp, is largely random. Depending on the frequency at which a narrowband ranging system
operates, channel delays between −200 and 350 ns are estimated, corresponding to distances
from −60 to 90m. Note especially that the average of τgrp over frequency is not identical to
τLOS. Averaging over narrowband estimates thus does not yield τLOS; the narrowband estimates
are highly biased (10.9m in this example). Multipath propagation is therefore typically the
limiting factor for the performance of narrowband systems.

Nonetheless, concluding that wideband and especially ultra-wideband14 (UWB) localization
systems are completely immune to multipath propagation is also incorrect. If – and only if –
a wideband system identifies the LOS path correctly, then the error is bounded by the spatial
resolution dres = c/(2B) of the system, where c is the speed of light and B is the signal band-
width, cf. [5]. Since this is an upper bound, the error is typically well below dres if the LOS is
properly identified. If, on the other hand, the LOS detection locked onto the wrong component,
the error for ultra-wideband systems is also unbounded and depends solely on indirect (NLOS)
components. This can be the case if the LOS component was blocked or otherwise attenuated,
or if there are reflections close to the LOS. Unfortunately, since UHF RFID tags are attached
to products, reflections close to the LOS path are very likely. Hard-to-detect LOS components
are thus not a mere theoretical possibility, but a very real one. See Fig. 5.10 on page 144 for an
example based on measurements in a warehouse portal.

With the distinction established between wideband and narrowband in the context of multi-
path propagation, we can answer the third question above: what type of signal is sent over this
channel?

Localization in UHF RFID: Narrowband or Wideband?

In essence, the purpose already defines the signals sent over the channel. In this case, the
purpose is localization, so the signals sent are suitable localization signals. Looking at the
methods currently under research (listed in Section 1.3), only some employ merely a single
carrier modulated by the tag at low frequencies, i.e., a truly narrowband signal. These include
methods based on receive power (e.g., [42]), single-carrier angle of arrival (e.g., [53]), and also
continuous phase measurements of the carrier [46]. Several other methods employ frequency
hopping (e.g., [51]), multiple carriers (e.g., [64]), or frequency modulation (e.g.,[67]) and hence
may or may not be wideband with respect to the channel.

As discussed above, the central question regarding the type of signal is the bandwidth em-
ployed. Unfortunately, this question comes with dangerous pitfalls. Consider an unmodulated
carrier that is frequency hopped between 3.1GHz and 4.1GHz with 1MHz step size. For each
hop, the phase shift of the received carrier is evaluated and the phase difference between two
adjacent carrier phases is used to estimate the propagation distance (see Section 4.2). This set
of 1000 pseudo-ranges is subsequently averaged to a single range estimate. The overall estimate
thus spans 1GHz of bandwidth, but using only a single carrier (i.e., a truly narrowband signal).

As to the pitfalls:
1. The overall estimate is not equivalent to an ultra-wideband estimate, for example using im-

pulse radar. Each individual estimate spans 1MHz, not 1GHz. The system thus estimates
an average of τgrp over frequency, not τLOS. See Fig. 2.7(c) above for a comparison.

2. The adjacent carrier phases cannot automatically be assumed to be fully coherent, even
though the carriers are only spaced by 1MHz. If the coherence bandwidth is below 1MHz,
this is not a narrowband signal with respect to the channel. Moreover, the phase differences

14 A signal featuring a bandwidth of at least 500 MHz or a fractional bandwidth exceeding 20 %, according to the
FCC definition [5, pp. 25ff]. Note that this is independent of the channel. The UWB property alone is thus
insufficient to guarantee that the LOS can be isolated.
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will contain significant random components even if the coherence bandwidth is only close
to 1MHz (not below)15. In any case, assuming full correlation always implies a constant
group delay and thus eliminates multipath propagation from the error.

3. The last pitfall relates to channel modeling for this ranging system: Individual estimates
cannot be assumed to be fully uncorrelated here, since this would require a coherence
bandwidth well below 2MHz and thus lead to purely random distance estimates (see
second item). Naturally, any potential channel model has to cover this correlation as
well. More precisely, it has to correctly model the joint density between all estimates, not
only the individual (marginal) distributions. This requires that the channel model covers
1GHz of bandwidth while still keeping the frequency resolution of 1MHz needed for each
individual carrier pair. The combination of both requirements seriously limits the choice
of suitable channel models. The 3-ray model typically used in UHF RFID, for example,
fails here (see “Discussion of Channel Models” below).

Discussion of Channel Models

The narrowband channel models widely used in UHF RFID are explicitly designed to model
receive power distributions. They are thus accurate when predicting the incident power level at
the tag [132], [168] but unfortunately produce far too optimistic estimates for channel parameters
relevant to ranging, as will be shown below. In particular, the narrowband assumption may lead
to the quite erroneous conclusion that all frequency components of the UHF RFID system,
including carriers in different channels, are fully correlated and that multipath propagation can
thus be neglected, e.g., [65,66].

The deterministic 2- and 3-ray models, on the other hand, may suggest that multipath prop-
agation can be replaced by two-path propagation in general, e.g., [65]. This assumption is also
incorrect.
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Figure 2.8: Comparison between three-path and full multipath propagation: cumulative distribution functions
of narrowband carrier parameters. CDFs have been generated with 105 independent realizations.

Consider Fig. 2.8, for example. These two plots compare the amplitude and phase distributions
of a single carrier sent over a three-path and a multipath channel (301 paths in this example).
Obviously, both distributions match quite well. Now consider the plot in Fig. 2.9, which shows
the cross-covariance between two channel gains spaced by ∆f for the same channels. This
cross-covariance is the central parameter specifying errors caused by multipath propagation for
phase-based ranging in the frequency domain, cf. Section 4.2.1. Note that the three-path model
predicts a covariance well above the level obtained for full multipath propagation – for example
99.9% instead of roughly 70% for a frequency offset of 3MHz.

15 For comparison: the 90 % coherence bandwidth for the CTF in Fig. 2.7 is 2.6MHz. τgrp in this example changes
by 26.6 ns on average within a bandwidth of 1 MHz, corresponding to a distance of 8m.
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Figure 2.9: Comparison between three-path and full multipath propagation: normalized spaced-frequency co-
variance function, calculated from 105 independent realizations.

The problem here is a statistical one: The marginal distributions, such as amplitude and
phase of the individual carriers, do not provide any information on dependencies. Only the
joint density can provide such information. Since all localization methods except for RSS-based
approaches combine multiple estimates in time, frequency, or space, the corresponding joint
densities have to be taken into account. Neglecting such correlations leads to overly optimistic
estimates of the error introduced by multipath propagation. For the present example, using two
carriers spaced by 3MHz and evaluating the phase differences, the mean absolute range error is
2.7m with full multipath propagation taken into account, but only 31 cm are predicted by the
three-path model.

Wideband and UWB channel models do not share this failing, since all these models use a
high number of paths. However, unlike more common wireless links such as in wireless and
cellular networks, the passive UHF RFID channel is very short-range and highly deterministic
due to directive antennas and strong reflections in the immediate vicinity [131, 132] and [168].
This creates effects that are not covered by common UWB channel models, including models
and analyses for industrial environments such as the IEEE 802.15.4a CM7/8 [149,171,185]. For
example, the decay of the strongest MPCs inside a UHF RFID portal is not exponential, as
assumed by these models, but instead follows a power law [132]. Similar results have been found
in industrial environments [149,186,187] and reverberant rooms at short distances [188].

In comparison to the stochastic models, purely deterministic UWB channel models are consid-
erably less common. The problems with these models are computational complexity, accuracy
in complex environments, and robustness: Currently, calculating the APDP of a simple room
takes hours, but reaches a fair level of accuracy when compared to the measured APDP [176].
Unfortunately, by introducing any object large enough to seriously interfere with the wave prop-
agation (starting at roughly one wavelength), the entire calculation is invalidated. For the given
UHF/UWB frequency ranges, a human body or a product pallet is definitely a prominent inter-
acting object. Even worse, the predicted delay-profiles in more complex rooms are still far from
the measurement results, cf. [178].

A hybrid channel model that has been developed during this thesis project tries to combine
both worlds, with a fair degree of success, as will be shown in this chapter and as demonstrated
also in [132]. The model combines basic ray tracing along with virtual transmitters and stochastic
components. An introduction is given in the following Section 2.2.4. Further details can be found
in Section 3.4.
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2.2.4 Introduction to the Channel Model Implemented in the PARIS Framework
parts of this section have been published in [132]

The simulation results in the following Section 2.3 have been generated by the PARIS simula-
tion framework [127]. The simulations cover antenna directivities (far field patterns), reflections
at walls, floor, ceiling, and other large and flat objects, as well as stochastic components of the
CIR. Not modeled are exact geometries, material properties (except for an estimated refractive
index), and near field effects.

Reflections are treated by the simulator using a combination of deterministic (ray tracing)
and stochastic models. Single reflections in close proximity of transmitters and receivers (e.g.,
TX→floor→RX) are modeled using reflective surfaces with reflection coefficients derived from
the Fresnel equations. Multiple reflections and clusters (e.g., TX→floor→wall→RX), on the
other hand, are modeled using reflected versions of the original transmitter, called virtual trans-
mitters (VTX).

The channel impulse response for a single connection between a transmitter and a receiver is
assembled from the individual CIRs originating from the transmitter, all virtual transmitters,
and all surfaces, as shown in Fig. 2.10. Unlike rays reflected at surfaces, the CIR originating from
a TX or VTX contains not only the deterministic LOS path, but stochastic NLOS components
as well.
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Figure 2.10: Assembly of the CIR for a connection TX-RX; simplified block diagram.

Further details on the handling of surfaces, transmitters and virtual transmitters, the assembly
of the CIR and the received signal, and a detailed description of the individual models can be
found in Section 3.4.

Fig. 2.11 shows a simulation setup to illustrate the generation and usage of virtual transmit-
ters. For this setup (which is the setup for the example in Section 2.1.3), virtual transmitters are
used for all reflections, including 1-fold reflections, in order to illustrate the generation of VTX
in detail. The absorbing obstacle between the transmitter TX and the receiver RX blocks the
LOS path, but not reflections via the walls or scattered components. The virtual transmitters
VTX2 and VTX3 are such reflections of TX in the upper and lower wall respectively. A wave
that originates from TX and is reflected by the upper wall (blue link in Fig. 2.11) looks as if it
was sent from the position of VTX2. The same is true for the (red) double reflection via the
lower and right walls. At the receiver, this connection seems to have its origin at VTX5, which
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is a mirrored version of VTX3 in the right wall and thus a double reflection of TX in the walls
that take part in the reflection. This is why and how multiple reflections can be modeled by
virtual transmitters.

wall (concrete)

obstacle
(absorber)

TX

RX

VTX1

VTX2

VTX3

VTX4

VTX5

LOS (blocked)

NLOS, 1-fold reflection (“from VTX 2”)

NLOS, 2-fold reflection
(“from VTX 5”)

Figure 2.11: TX/VTX setup for the example in Section 2.1.3.

2.3 Measurements

In order to be able to devise and analyze localization methods, first the largest threat – the
channel – had to be known. As mentioned above, the subspecies “passive UHF RFID channel”
has some special features that are not covered by typical wireless channel models. This section
presents an analysis of this channel, including a comparison to model data, as well as the
used measurement setup and the applied analysis procedures. Like most of this thesis, the
channel analysis focuses on ranging. However, the general results and the recommendations are
applicable also to direction finding.

The first three measurement campaigns were used to test and perfect the measurement setup
and procedures. They are presented here to cover basic effects and to show some peculiarities.
The “real-world” measurements were performed in a warehouse portal (see Section 2.3.3 and
[132]). Simulation results are continuously compared to the measurement results in order to
show the model accuracy and to point out difficulties in modeling the scenarios.

Unless explicitly stated otherwise, the analyses are based on the individual channels to and
from the tag, cf. Fig. 2.5(a). This way, the results remain comparable to the literature and
applicable also to non-backscatter systems, such as UHF/UWB hybrids, e.g. [189]. A method
to approximate τRMS and KLOS of the backscatter channel based on the respective values of the
individual channels is given in Section 2.4.

2.3.1 General Measurement Setup and Description of Performed Analyses

parts of this section have been published in [131]

All measurements presented in this chapter employ an ultra-wide bandwidth centered around
the UHF RFID frequency range (at 860−960MHz). UWB measurements were chosen for their
ability to provide a high-resolution estimate of the channel impulse response. Since the CIR
is a generic representation of wireless channels due to their linearity, these measurements are
valid for narrowband through ultra-wideband ranging systems. Moreover, the high temporal
and spatial resolution of the measurements allows for the identification of individual reflectors
and thus for a very detailed analysis of the channel.
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The measurement setup consists of a vector network analyzer (VNA), two arrays of four
Vivaldi antennas each, as well as two omnidirectional UWB “tag” antennas, cf. Fig. 2.12. The
antennas have been designed for an operating frequency range of 0.7 through 1.2GHz.

(a) photograph

VNA
Rohde & Schwarz
ZVA-24 4-port

PC
VNA remote ctrl,
channel analyses

4×1 pwr-div
minicircuits
ZN4PD1-50+

4×1 pwr-div
minicircuits
ZN4PD1-50+

0.5m 1m

reader array, h = 0.5 m

reader array, h = 1.5 m

tag antenna

VNA calibration
up to these points

(b) block diagram

Figure 2.12: Channel measurement setup consisting of a network analyzer, two reader arrays, and two tag
antennas. The entire measurement procedure is remote-controlled by a PC or Laptop.

The “tag” antennas employ an elliptic dipole-like structure, see Fig. 2.13(a). This structure
maintains its electrical properties largely independent of the surroundings, i.e., it is hard to
detune and can be placed close to the products. The antenna has an omnidirectional gain
pattern similar to the gain pattern of RFID tags, cf. Fig. 2.14(a).

(a) tag antenna (b) single reader antenna (Vivaldi)

Figure 2.13: Photographs and transparent models of the antennas used (scale is in cm).

The reader antennas consist of tapered slot (Vivaldi) antennas, as shown in Fig. 2.13(b), in
a 4×1 array with a separation of 20 cm each (see Fig. 2.12(a)). The average gain pattern of
the arrays was designed to emulate an Intermec IA39B RFID antenna [7]. Unfortunately, the
mainlobe of the reader arrays is slightly narrower than originally intended, cf. Fig. 2.15(a).
Naturally, the UWB gain pattern of the array, shown in Fig. 2.15(b), is not completely indepen-
dent of frequency. It becomes more directive and develops pronounced grating lobes at higher
frequencies. The vertical gain pattern also shows some fluctuations due to weak resonances in
the feeding network and the cabling of the array. Polar plots of the gain patterns in E- and
H-plane are provided in Appendix A.

The actual measurements were performed using a remote-controlled VNA (Rohde&Schwarz
ZVA-24 with 4 ports) measuring CTFs in a frequency range of 0.5−1.5GHz with 1MHz step
size. Extending the bandwidth to this range allows for proper windowing of the CTF before
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(a) tag antenna (b) single reader antenna (Vivaldi)

Figure 2.14: Gain patterns [dB] of individual antennas used for the channel measurements. Below 750 MHz,
the calibration is extrapolated (no gain for the reference antenna available).

transformation. Due to the windowing (Parzen window, see below), the effective frequency range
is roughly truncated to the intended core frequency range of 0.7−1.2GHz. The chosen step size
results in a maximum time delay of roughly 1µs, which was found to be sufficient in the given
environments (up to smaller halls). The bandwidth resolution of the VNA was set to 10 kHz
and the output power varied between 0 and 15dBm depending on the environment, in order to
allow the PDP to reach the noise floor within the given maximum time delay. The resulting
effective dynamic range is in the order of at least 100 dB.

A simplified block diagram of the performed analyses can be found in Fig. 2.16. As a first
step, the position-dependent CTFs H(f,p) are used to calculate the spaced distance correlation
functions (SDCFs) and the coherence distance dc. (Both consider entire CTFs and are thus im-
plicitly averaged over frequency.) Subsequently, the coherence bandwidth Bc is calculated from
each (instantaneous) CTF H(f) via the spaced-frequency correlation function (SFCF). After
proper windowing, the CIR h(τ) is calculated from the CTF via Fourier transform. Several
time-domain parameters such as the LOS delay, K-factors, and the RMS delay spread are cal-
culated from the instantaneous PDP |h(τ)|2. A more detailed description of analysis procedures
and measurement setup can be found in [131].

Windowing of the CTF before the time-domain transform is done in order to increase the
sidelobe attenuation (better detectability of the LOS slope), and also to mask the AoA-dependent
gain patterns of the antennas (especially outside the core frequency range of 0.7−1.2GHz). A
Parzen window [190] as shown in Fig. 2.17(a) was used, mainly for its good performance with
the implemented LOS detection, but also for its leakage suppression properties and relatively
low bias [191], [192, p. 543]. The window leads to an approximate spatial resolution of ±50 cm
(10 dB mainlobe width) which results in an equivalent “blurring” of the environment’s surfaces,
cf. Fig. 2.17(b). The average resolution of the LOS detection is below ±25 cm (3 dB mainlobe
width), and typically in the range of ±10 cm for the presented measurements.
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average gain patterns over a frequency range of 0.7−1.2 GHz for the reader array. (Calibration
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Figure 2.16: Analyses performed in spatial, time, and frequency domain.
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2.3.2 Indoor Office/Industrial
parts of this section have been published in [129]

Three measurement campaigns were performed at the campus of Graz University of Technol-
ogy, specifically in Inffeldgasse 16 and 16c, as test measurements for the system. A full floorplan
and photographs can be found in the Appendix on page 161. These buildings are made mainly
of concrete and metal. Walls, ceiling, and floor are composed of steel-reinforced concrete, doors
are made of metal, and the windows are also highly reflective due to metal coating. Judging
from their reflection and transmission properties, several outer walls may have embedded metal
meshes. The ceilings feature large metal conduits and other large and flat metal surfaces. Thus
the interior of these buildings can easily be categorized as industrial in terms of the channel
(highly reflective materials, waveguiding effects, . . . ), even though they are used as office build-
ings.

The first environment was a small room in Inffeldgasse 16 (“SPSC Salon”), as shown in
Fig. 2.18. Apart from the typical style of construction, as described above, the room contains a
large circular aluminum strut on the ceiling and a metal cabinet. At the time of this measure-
ment, only one transmitter array was available.
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Figure 2.18: Measurement setup “SPSC Salon” (small room; semi-industrial).

The resulting K-factors and RMS delay spreads can be found in Figs. 2.19 and 2.20, along
with a comparison to simulation results. Note that the LOS path is the dominant part of the
CIR only inside the mainlobe and at very close distances. Even inside the mainlobe, KLOS is
rarely above 10 dB. RMS delay spreads in this small room are quite low, with values ranging
from 5ns inside the mainlobe to 20 ns outside. Both channel parameters show evidence of the
metal cabinet at the upper right corner. Apart from small mismatches at the top and close to
the transmit array, the simulation results match the measurements almost perfectly16. This is a
very surprising result and possible due to very dense scattering with only a few relatively simple
reflectors, making this room easy to model. The mismatches at the top are likely caused by a
large fridge behind the top wall which is not modeled by the simulation, while the mismatches
close to the transmitter are caused by near field effects.

16 not counting the much higher spatial resolution of the simulation results
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Figure 2.19: K-factor with respect to LOS [dB], “SPSC Salon” (small room; semi-industrial).
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Figure 2.20: RMS delay spread [ns], “SPSC Salon” (small room; semi-industrial).
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Two more measurements were taken in a corridor in Inffeldgasse 16c. For the first measure-
ment, the TX array was positioned between two highly reflective windows in a portal-like fashion,
as shown in Fig. 2.21. Unfortunately, these windows are not flat; metal beams are mounted in
front of the glass. Additionally, there are desks, a large plant, and the measurement setup clut-
tering the scene. In combination with the blurring effect of the limited spatial resolution, this
makes modeling the environment rather challenging. The wave is scattered at the metal beams
and focused at other points, for example at the almost parabolic structure between the column
and the window to the left and behind the array, cf. Fig 2.17(b) above.

highly reflective
large scatterer
transmitter array
concrete

2.5m
measurement area

spatial resolution: 25 × 25 cm

reader array

tag antenna

VNA + PC

grid (floor)

Figure 2.21: Measurement setup: “SPSC Corridor I” (portal-like; semi-industrial).

The resulting K-factor and especially the RMS delay spread are characterized by “grooves”
that are created by very localized wave packets traveling through the measurement area once
or twice before leaving it, see Figs. 2.22 and 2.23. Videos of the wave propagation can be
found online [127] and on the DVD accompanying this thesis. It should be mentioned that
the simulation would not be able to predict the fine structure without some manual fine-tuning
of the settings. However, the placement of virtual transmitters (cf. Sections 2.2.4 and 3.4) is
still done automatically, which explains some of the missing grooves in the RMS delay spread
(created by curved and thus unmodeled reflectors).
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Figure 2.22: K-factor with respect to LOS [dB], “SPSC Corridor I” (portal-like; semi-industrial).
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Figure 2.23: RMS delay spread [ns], “SPSC Corridor I” (portal-like; semi-industrial).

Apart from these demonstrations of the local geometry’s massive influence on the CIR at the
individual positions, the overall distributions of K-factor and RMS delay spread are unsurprising.
Again, KLOS is above 0 dB only when inside the mainlobe and reaches −15 dB outside (i.e.,
reflected MPCs are 30 times stronger than the LOS component). The RMS delay spread is
higher here compared to the measurements in the enclosed room due to the strong reflectors
(especially inside the mainlobe) and the larger room dimensions (outside the mainlobe). It is in
the range of 10 through 30 ns.

The third measurement within these two buildings already used both reader arrays and two
tag antennas, as can be seen in Fig. 2.24(a). The most interesting property of this corridor is
intense waveguiding, cf. Fig. 2.24(b). After two initial clusters created by a reflection at the
ceiling and scattered reflections at the south-west end of the corridor (behind the arrays), the
corridor creates multiple aligned wave packets that travel exclusively along its length. The first
of these clusters (a small one) is caused by a metal bridge on the second floor of the building.
The most prominent cluster is created by the upper (north-east) end of the corridor. This
component is around −60 dB in the APDP, at a path length of 111m. Compared to the LOS
(−40 dB at 4m) this results in a path loss exponent of ξ ≈ 1.4, which is less than the free space
path loss of ξ = 2.
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Figure 2.24: Measurement “SPSC Corridor II” (long corridor; semi-industrial).
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2.3.3 UHF RFID Gate in an Industrial Environment

parts of this section have been published in [132]

The final set of measurements was aimed directly at measuring the channel in a showcase
application for passive UHF RFID: a warehouse portal. For this reason, the entire measure-
ment setup was constructed like a common UHF RFID portal, see Fig. 2.25(a) and [132]. The
measurements were performed in NXP’s Application and System Center (ASC) in Gratkorn,
Austria, to ensure a realistic warehouse environment. The ASC is located in a converted pro-
duction hall with corrugated metal walls and ceiling, and a steel-reinforced concrete floor. A
simplified schematic of the gate’s surroundings can be found in Fig. 2.25(c). Two different pal-
lets were used: an electromagnetically transparent “free space” pallet as shown in Fig. 2.26(a),
constructed of a wooden scaffold and polyurethane slabs, and a challenging products pallet
containing liquids and metal-coated packages, as shown in Figs. 2.25(b) and 2.26(b). Receiver
antennas were fixed at different x- and z-positions on the pallet, which was incrementally moving
through the gate (along y) while recording. The measurements cover an area of ±1.5m in the
y-direction for the freespace pallet and y = −1.5 .. 2m for the liquids pallet.
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Figure 2.25: Measurement setup: “NXP gate” (portal; industrial).

Two examples of channel transfer functions in this environment are shown in Fig. 2.27. Ex-
pectedly, the CTF outside the portal shows more pronounced fading, a lower average power level,
and also a considerably more random phase than the CTF inside the portal. Note, however,
that tags would receive more than their minimum operational power at both positions for most
of the UHF RFID frequency ranges (around 860MHz and within 902−928MHz). Consequently,
tags at both positions would be functional and localization is necessary.

The following results are a short summary of the most important findings and are also limited
to the more common case of metal backplanes. A more detailed analysis of this measurement
campaign can be found in [132]. Due to the different channel characteristics inside and outside
the portal (cf. Section 2.1.3), some analyses have been split into two regions: the area well
in between the backplanes, |y| ≤ 0.5m, is defined to be “inside the portal”, while the area for
|y| ≥ 1m is referred to as “outside” or “in the vicinity of” the portal.
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(a) empty gate (“free space pallet”), cf. [137, Fig. 3] (b) liquids product pallet, cf. [134, Fig. 5]

Figure 2.26: Photograph of the measurement setups “NXP gate” (portal; industrial).
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Figure 2.27: Examples of channel transfer functions inside (KLOS = 8.4 dB, τRMS = 8 ns) and outside
(KLOS = −3.9 dB, τRMS = 45.7 ns) the portal with metal backplanes. The minimum tag power
level shown corresponds to a well-tuned NXP UCODE G2XM on an NXP UCODE general pur-
pose reference antenna at a reader transmit power level of 1W EIRP (equivalent isotropically
radiated power).

Several deterministic components (geometry-dependent reflections) have been identified from
the measured APDPs, from videos showing the wave propagation (available online [127] and
on the DVD), and from comparison to simulations. The most prominent ones are marked in
Fig. 2.28(a). Note that the APDP is dominated by these reflections, hence purely stochastic
channel models are insufficient here. Unsurprisingly, the majority of reflections is created by
the wave bouncing between the metal backplanes (gate reflections). Up to five bounces can be
identified, including multiple reflections between the backplanes and the floor. Reflections at
the walls close to the floor are blocked by the gate and scattered by clutter objects. The ceiling,
on the other hand, is free of cluttering, thus allowing the wave to bounce between the outer
walls of the hall. The APDP shows at least nine reflections of this specific wave packet, six of
which are within a path length of 100m and thus visible in Fig. 2.28(a).

An important observation is illustrated in Fig. 2.28(b): The general shape of the APDP up to
path lengths of at least 30m and the clusters created by the wall reflections close to the ceiling
follow a power law S(τ) = S0τ

−Γτ , where Γ is the multipath decay constant, instead of the
commonly assumed exponential decay. This contradicts standard UWB channel models, but
is consistent with a mainly deterministic channel. Similar behavior of the ray power decay in
industrial environments has previously been reported in [149]. Outside the portal and for long
delays, most of the APDP follows an exponential decay.
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Figure 2.28: Measured APDP with marked clusters and highlighted decay laws (metal backplanes).

The average channel, as shown in Fig. 2.28(a), is dominated by deterministic effects, but
also shows considerable stochastic influence that increases with distance from the gate. For
this reason, a hybrid channel model combining deterministic and stochastic approaches should
be chosen. Simulation results using the model implemented in the PARIS framework [127] are
shown in Fig. 2.29. This simulation includes up to 6-fold reflections using 78 automatically
placed virtual transmitters. A purely stochastic modeling of the APDP is shown for comparion.
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Figure 2.29: Comparison of simulation and measurement results for purely stochastic and hybrid channel
model.

One of the major problems for the simulation is the modeling of multiple reflections. Any
simulation model is a massive simplification of the environment by necessity. Even though it
is imperative to model bouncing reflections in this scenario, the probability of mispredictions
increases with the number of reflections (e.g., 1-fold vs. 6-fold). This can for example be seen
for the clusters around 15−30m in Fig. 2.29, which, despite my best efforts, are not modeled
100% correctly.

CDFs of the most important channel parameters can be found in Figs. 2.30 and 2.31. These
averages have been taken over the entire area (inside and outside the portal), thus ultimately
representing an unknown tag position. A full analysis for the different zones of the portal has
been done in [132].

Roughly half the tag positions have KLOS < 0 dB, which means that the direct path cannot be
assumed to be dominant in such a scenario even for the individual up- and downlink channels.
Coherence bandwidths are mostly in the range of 1 through 100MHz. Note that especially
the UHF RFID frequency range in the United States (US: 902−928MHz; EU: 865−868MHz)
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Figure 2.31: Coherence bandwidth and coherence distance for the entire portal (empty and pallet; metal
backplanes). Note: coherence distances above 40 cm average over different regions of the portal.

is larger than most coherence bandwidths. Multiple carriers in passive UHF RFID can thus
not be assumed to be fully coherent even though the system is called narrowband. Finally,
spatial correlation can be very high inside the portal, thus limiting the effect of consecutive
range estimates for moving tags (spatial diversity). Note that averaging over different zones of
the portal as well as different parts of the reader antenna gain pattern is necessary to cover large
coherence distances. This limits the observable/correct coherence distances to roughly 40 cm
and truncates the CDFs.

Fig. 2.30 also shows a comparison to different channel models for the empty portal. Neither
the purely stochastic nor the purely deterministic model is able to properly predict KLOS and
τRMS properly. Both models produce overly optimistic estimates of KLOS and τRMS, which
are the two most important channel parameters for ranging. The popular 2- and 3-ray models
[167, 168] (purely deterministic, 1-fold reflections) produce even less realistic results than the
deterministic 6-fold model shown in this plot, cf. [132]. Ultimately, only the hybrid channel
model is able to predict both values at the same time. The leftover mismatch for KLOS is
caused by the backplanes influencing the transmitter gain pattern and the modeling error for
the clusters around 15−30m (cf. Fig. 2.29).

One of the largest problems in UHF RFID is self-interference due to unmodulated feedback
[3, pp. 271ff], especially for a portal with metal backplanes. Any localization system in such
scenarios will likely share this problem. The feedback includes unmodulated reflections from the
environments for monostatic and bistatic setups as well as antenna mismatches for monostatic
antenna configurations, cf. Fig. 2.5(b). Comparisons of the APDPs for feedback and backscatter
channels are shown in Fig. 2.32 for both types of setup.

Obviously, the feedback always exceeds the tag signal by several orders of magnitude, espe-
cially outside the gate. Required signal-to-interference ratios (SIR) and thus required dynamic
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Figure 2.32: Comparison of feedback and backscatter channels for the empty portal (metal backplanes).

ranges without feedback mitigation are in the range of 30 to 70 dB to at least be able to detect
the backscatter signal when the tag is inside the portal. This estimate is based on average
power levels (narrowband) as well as power levels of the backscatter LOS component and the
peak feedback component (UWB). Fig. 2.33 displays bounds for the latter case, i.e., backscatter
LOS to peak feedback component, for different distances from the portal’s center. Note that
this is a lower bound: polarization mismatches, nonperfect modulation depth, and an obstructed
direct path lead to an additional attenuation of the backscatter link.
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Figure 2.33: Signal-to-interference ratios (SIR) vs. y-position for the empty portal (metal backplanes). For
|y| ≤ 0.4 m, the tag is between the backplanes.

– 62 –



2.4 Single-Channel Approximation of the Backscatter Channel

2.4 Single-Channel Approximation of the Backscatter Channel

parts of this section have been published in [133] and [134]

Passive RFID is a backscatter system, where the reader is transmitter and receiver at the
same time and the tag is a time-variant part of the wireless CIR. This inevitably results in a
degenerate (a.k.a. pinhole, keyhole, or dyadic) channel, where the overall channel is factorized
into two individual ones [133, 134], cf. [140, pp. 29–31]. Pinhole in this context refers to the
fact that, of all possible paths between TX and RX, only the ones passing the tag are part of
the communications channel, as illustrated in Fig. 2.34. All other paths between TX and RX
form the feedback channel. See Fig. 2.5(a) for the corresponding signal model.
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(a) illustration of the pinhole effect, cf. [134, Fig. 1]
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(b) CIRs and shape parameters, cf. [134, Fig. 2]

Figure 2.34: Illustration of the pinhole effect in backscatter systems and combination of the individual
channels reader→tag (downlink, h1) and tag→reader (uplink, h2) to the backscatter channel
reader→tag→reader (hbs).

Ranging performance in backscatter systems is determined by the overall backscatter channel
and thus depends on the parameters of this channel. However, most analyses are done for the
more generic single-channel links, including the analyses in this thesis.

It is straightforward to see from Fig. 2.34(b) that the backscatter CIR hbs(τ) is the convolution
of the CIRs to and from the pinhole, h1(τ) and h2(τ). However, the connection between the
parameters of the backscatter channel and their counterparts of the individual channels (KLOS,
τRMS) is considerably less obvious. Apart from the mathematical point of view (which can be
found below) we can make some basic observations regarding the backscatter channel: As a
general rule, the combined backscatter channel always has lower KLOS and higher τRMS than
each individual constituent channel. Correlation between the constituent channels, such as in
monostatic setups, additionally decreases the K-factor and increases the RMS delay spread
compared to the bistatic case. Moreover, the channel gain of a backscatter channel is always the
product of both individual gain factors, thus leading to massive attenuation even at close range.

While the exact instantaneous shape parameters of the backscatter channel can only be cal-
culated from the backscatter PDP itself due to the random nature of wireless channels, approx-
imations based on the constituent channels’ parameters are possible using the formulas given
below. These formulas can be readily applied to instantaneous and averaged PDPs as well as
distributions and statistics of the parameters. Derivations for the presented equations can be
found in [133,134].

Apart from helping to avoid the additional complexity of backscatter channel measurements,
the given formulas can also be used to evaluate backscatter ranging performance based on
existing channel measurements, such as [149,193,194], for example.
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The backscatter K-factor can be approximated independent of the shapes of the PDPs via

KLOS,bs ≈
(
1 − αK

2

)
· KLOS,1 ·KLOS,2

1 +KLOS,1 +KLOS,2
, (2.6)

where 0 ≤ αK ≤ 1 represents correlation between the constituent channels. αK equals zero
for uncorrelated channels, while for fully correlated constituent channels αK = 1. If the LOS
component is not fully isolated, i.e., reflected paths are mapped to the LOS component due to
a limited signal bandwidth, αK is less than one even in monostatic setups [133].

The RMS delay spread of the backscatter channel can be obtained via

τRMS,bs ≈
√
τ2
RMS,1 + τ2

RMS,2 + 2 · ατ · τRMS,1 · τRMS,2, (2.7)

where 0 ≤ ατ ≤ 1 again represents correlation. Unlike for the K-factor, ατ depends on the
shapes of the constituent channels’ PDPs for correlated channels. It approaches ατ = 1 for
high K-factors. For fully correlated up- and downlink channels, i.e., monostatic setups, this
parameter is

ατ,monostat. =
K2

LOS,1 ·
(
K2

LOS,1 · (2KLOS,1 + 5) − 2
)

(1 + 2KLOS,1) · (KLOS,1 · (KLOS,1 + 4) + 2)2
≈ KLOS,1

10 +KLOS,1
, (2.8)

with KLOS,1 = KLOS,2 due to the full correlation. Although strictly speaking (2.8) is only valid
for exponential PDPs [133], the formula works well also for non-exponential ones, such as the
channels inside the UHF portal [133,134].

Figs. 2.35 and 2.36 show cumulative distribution functions of K-factor and RMS delay spread
for the constituent channels and the backscatter channel in monostatic and bistatic setups,
respectively. These distributions have been calculated from the portal measurements in Sec-
tion 2.3.3 and cover the entire portal. Plots for the backscatter channel show the CDFs esti-
mated directly from the backscatter channel as well as their approximations using (2.6)–(2.8)
on the single-channel CDFs.

Obviously, although based only on relatively simple equations, the backscatter channel param-
eters can be approximated quite well from the single-channel parameters. This includes the area
inside the portal (PDP: power-law, high correlation) and outside the portal (PDP: exponential,
low correlation) as well as LOS and NLOS cases (LOS blocked by pallet). The mismatch for
the monostatic setups in Fig. 2.35 is caused by a not fully isolated LOS component due to the
limited bandwidth and thus limited spatial resolution of the measurements, as well as by false
positives in the LOS detection (for extremely low KLOS).
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Figure 2.35: Comparison of backscatter parameters to single-channel approximations for monostatic and
bistatic setup: K-factor (warehouse portal, metal backplanes, statistics over all measurements).
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Figure 2.36: Comparison of backscatter parameters to single-channel approximations for monostatic and
bistatic setup: RMS delay spread (warehouse portal, metal backplanes, statistics over all mea-
surements). The plot uses the approximation for ατ , not the full formula.
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2.5 Summary of Channel Parameters
parts of this section have been published in [132]

2.5.1 Channel Basics for Ranging and Localization

Passive UHF RFID is a technology that is used mostly in production and supply chain, i.e., in
industrial and thus severe multipath environments. Consequently, the channel has to be seen
and treated as such and the LOS path cannot be assumed to be the dominant part of the CIR.
Warehouse portals with metal backplanes in particular, but also reflecting product pallets, create
severe multipath environments. K-factors with respect to the direct path are predominantly
below 0dB on the backscatter link17, while RMS delay spreads may reach several tens of ns at
the same time and even in direct line-of-sight, cf. Figs. 2.35 and 2.36.

2.5.2 Recommended Channel Model/Parameters for Simulations

A hybrid channel model combining deterministic and stochastic elements should be used for
simulations. The configuration of these models can be done based on rule-of-thumb values with
a fair degree of accuracy. In order to obtain exact results, however, an optimization of the
simulation setup based on measurements is necessary.

Reflection/transmission coefficients and refractive indices of surfaces should be chosen ac-
cording to their structure, composition, and scatterers in front of the surface. Rule-of-thumb
values for the PARIS engine can be found in Tab. 2.1. These values originate in the comparison
of simulation and measurement results and have been used in the simulations above.

Table 2.1: Rule-of-thumb values for deterministic channel parameters: refractive index (reflection/transmis-
sion model) and reflection coefficient (VTX model) of surfaces.

Material Refr. Index VTX Gain

metal (highly reflective)

unobstructed 1000 0.9−0.95

slightly obstructed / corrugated 100 0.8−0.9

obstructed 10 0.7−0.8

heavily obstructed — 0.2−0.5

concrete (cf. [195])

unobstructed 2 − 3 0.4−0.6

obstructed — 0.2−0.3

The stochastic channel parameters should be chosen with respect to the environment and
the number and influence of virtual transmitters. If, for example, most of the PDP is modeled
by clusters and thus VTX, the stochastic part of the channel has only limited influence. In
this case, high KLOS and low τRMS should be chosen. The final choice of stochastic channel
parameters is thus hard to generalize, although some rule-of-thumb values and methods can be
found in the literature, e.g., [162, 172, 173, 176, 188, 193, 194]. Especially the maximum RMS
delay spread (outside the TX antenna’s mainlobe) can be estimated in a scenario-specific way
using the electromagnetic reverberation time [172,173]

τRMS,max =
4V

c
∑

i χ
2
a,iOi

(2.9)

17 the link reader → tag → reader, i.e., the convolution of up- and downlink channels
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2.5 Summary of Channel Parameters

where V is the volume of the reverberant room, c is the speed of light, χ2
a,i is the power absorption

coefficient of the i-th surface, and Oi is the area of the reflecting surface i. The absorption
coefficient can be approximated by “one minus reflection coefficient” χ2

a,i = 1 − χ2
r,i for highly

reflective surfaces. For the portal in the ASC (see above), this estimate leads to a maximum
RMS delay spread of τRMS ≈ 70 ns, which is fairly close to the highest measured RMS delay
spread of roughly 60 ns.

Settings for the stochastic channel model (LOS K-factor and RMS delay spread) used for the
above simulations can be found in Fig. 2.37. Both parameters are chosen in a distance-dependent
fashion in order to reflect trends reported in the literature [193]. The actual values depend on the
scenario: For the test measurements “SPSC Salon”, the TX array was not placed between two
highly reflecting surfaces, as it was for all other measurements. This leads to comparably high
KLOS and low τRMS. The second test measurement, “SPSC Corridor”, was done between two
reflecting surfaces, but with several scatterers in between. Such a setup leads to a predominantly
stochastic channel with low KLOS and relatively high τRMS. The portal setup, on the other hand,
is predominantly deterministic. As such, it was modeled with a great number of VTX, each of
which has a comparably high KLOS. RMS delay spreads at high distances, i.e., large path
lengths, were chosen according to (2.9). The combination of all VTX then leads to the desired
result.
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Figure 2.37: Stochastic channel parameters for the simulations presented in Section 2.3.
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3
The PARIS Simulation Framework

The PARIS Simulation Framework is a Matlab-based time-domain system-level simu-
lator designed for research on ranging systems in the context of this thesis. It features
behavioral models of an NXP UCODE G2XM-based passive UHF RFID tag, a hybrid
RF propagation channel model combining ray tracing abilities with stochastic small-
scale models, parametric self-tests for most subroutines, characteristics generators to
create new behavioral models, and a core framework that performs simple version
control, logging, and exception handling.

This chapter deals with the models and concepts behind this simulation tool. Sec-
tion 3.1 provides an overview and insight into the structure of the framework, while
Section 3.2 describes the basic models and their limitations. Detailed descriptions of
the implemented tag and channel models are given in Sections 3.3 and 3.4 respectively.
Finally, Section 3.5 provides a step-by-step tutorial example explaining how to set up
a simulation.

A word of warning: Even though the PARIS framework is an important part of
this thesis project, it was not its central task. As a consequence, time to work on
the framework was always at a premium. Especially the extension of the framework
in 2010 was under very tight time constraints. Non-essential functions and self-tests
have not been updated, rendering them inoperable. This also includes the standard
(non-field-probe) mode of the 3-D gate simulation. A list of the most prominent known
issues can be found in Appendix C.1.
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3 The PARIS Simulation Framework

3.1 Concepts and Basic Framework

3.1.1 Basic Structure

start scripts / scenarios
(defines scenario, setup, and settings: environment, readers, tags, ...)

NXP Portal, ASC Corridor, SPSC Tutorial Example . . .

simulator main
(defines type of simulation, defines signal model, signal and control flow, and maintains settings)

reader main
(command interface)

channel main
(point-to-point, XIXO)

tag main
(command interface)

reader model
(subfunctions)

channel model
(subfunctions)

tag model
(subfunctions)

parametric self-test
(verifies functionality)

characteristics (lookup tables)
(model data for filters, nonlinearities, ...)

administration
and user-interface

core functions
• version control
• logging and emails
• exception handling
• run-time checks
• interface w. system

global and external
functions
• estimators
• signal analyses
• visualization
• external functions

high-performance
buffers (RAM)
• characteristics
• subversion

Figure 3.1: Hierarchical structure of the PARIS framework.

The PARIS framework is organized in a hierarchical fashion, shown in Fig. 3.1. The levels
of this hierarchy are separated in order to make the framework as modular as possible. Also
the different models and functions for reader, channel, and tag are strictly separated. The
reader main command interface does not have access to tag subfunctions, models, or settings,
for example.

The simulation setup is defined by the user in scripts and provided to the simulator via set-
tings structs. Naturally, these setups are scenario-dependent and also depend on the intended
type of simulation (e.g., 3-D simulation including geometries or merely a 1-D ranging simula-
tion). The type of simulation, the signal model, and the signal and control flow are defined
by the simulator main function. This function also maintains the settings structs. Readers,
channels, and tags are controlled by main functions which provide an easy-to-use interface for
the complex underlying models and calculations. Each main function uses and controls a set of
model subfunctions implementing clock generators, encoding and decoding blocks, and multi-
path propagation models, for example. Model data is stored in lookup tables (generally referred
to as characteristics below) and loaded on demand. These characteristics are used by the model
subfunctions in order to emulate a modeled device, e.g., a nonlinear power amplifier. A list of
characteristics has been compiled in Appendix C.

Administrative functions and user-interface are decoupled from this strict hierarchy. General
functions, such as exception handling, have to be available to all functions and models on all
levels. These basic functions include version control, logging, the aforementioned exception
handling, run-time checks of settings, but also basic estimators and signal analysis functions.
A buffer minimizes time-consuming system interaction. This buffer is (optionally) used for
characteristics files and version information.

The framework is also equipped with self-tests that check model subfunctions and main con-
trol functions using random settings and pre-defined expected results. These self-tests do not
compare an output signal with a stored template, but rather analyze the results and verify the
parameters against the corresponding settings (→ parametric self-tests).
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The entire simulator is implemented in a procedure-oriented way: a reader, tag, or channel
is defined by its settings struct only. These settings also contain the state of an object, such as
the volatile memory of a tag. They are maintained by the simulator main function and used
and manipulated by the main interface functions of reader, channel, and tag.

3.1.2 Logging, Version Management, and Exception Handling

The framework uses a combination of logging and version management in combination with
specialized exception handling functions in order to ensure data integrity and track down cor-
rupted results. Functions and characteristics contain a version number which is registered each
time this function or characteristic is used. In addition, m-files18 also contain a changelog and
a to-do list in their header. This header is standardized and can be processed automatically.
Each characteristic contains a description field stating when the characteristic was created, by
which function/script, and which data files were used in the creation. Any data produced by the
simulator can thus be tracked back to the function that created this data and its revision. The
framework also provides an interface with subversion in order to detect modified or corrupted
files and to collect changelogs and to-do lists when committing changes.

Exception handling and logging functions are provided with several levels of priority, ranging
from errors (which immediately stop the simulation), through warnings (these are prominently
added to the log but do not interrupt simulation procedures), and finally messages, which are
standard log entries. In case of errors, the user is optionally informed by email, stating simulation
and error details, including a stack trace. Available types of errors, warnings, and messages are
listed in Tab. 3.1. Like most other general settings, the level of verbosity in logging is controlled
from globalinit.

Type Function Used For

critical error criterr implementation errors that should have been caught (all checks failed to
prevent this error)

error err procedural errors (missing settings, overflows, ...)

critical warning critwarn configurations that might lead to data corruption (e.g., manual overrides)

warning warn alteration of settings by housekeeping functions and other low-priority
warnings

headline headline headlines in logs (e.g., start of a new block)

message message messages in logs (what is done)

Table 3.1: Types of errors/warnings/messages, sorted by descending priority.

3.1.3 Automated Self-Tests

The PARIS framework is equipped with a series of self-tests in order to ensure its functionality,
especially after modifications. The self-tests encompass the model subfunctions of reader, chan-
nel, and tag, as well as their controlling main functions. Each model is tested by a specialized
self-test function. The concept of these tests is illustrated in Fig. 3.2.

Preparation and execution of self-tests is strictly separated. Settings and expected results
are generated by scripts (results *.m) and stored in data files (results *.mat). Each file
contains a set of random settings and associated expected results, typically grouped in blocks
(e.g., reflection and transmission for the tag modulator). The actual tests are performed by
specialized functions (test *.m) which load the stored settings/results file, provide the function

18 Matlab code files (function or script)
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Settings/Results Generation Execution of Self-Test

settings/results generator script
generates random settings and expected
results for one function of the simulator

test function
performs the actual tests based on the

loaded settings/results file

tested function
stored file

settings expected results

save

load test result

settings results

Figure 3.2: Concept for self-tests. Each function of the simulator is tested by a self-test specifically developed
for this function. A main self-test script performs all tests in a row and creates a log.

under test with these settings and verify its output. The test functions display the individual
test results in Matlab’s command window and return the number of errors found. A main
self-test script, selftest main, collects and lists the version information of all scripts/functions
and executes all self-tests. An example log created by this main self-test script can be found in
Appendix C.

Naturally, although the self-tests provide an additional layer of security, they cannot com-
pletely rule out bugs or guarantee proper functioning. First and foremost in the list of possible
pitfalls: the expected results have to be defined by the programmer. Typically, this programmer
is the person that implemented the function itself (especially if the programming is a one-man
show like in a PhD project), so there is a distinct possibility that the test function and the tested
function share a common problem. Also, test coverage is typically well below 100% even for
randomly selected settings and inputs. Finally, most self-tests use estimators, thus introducing
the possibility of false positive and false negative errors.

3.1.4 Main Simulator Files

Two different types of simulator main functions are currently implemented: a 3-D gate simulation
and a 1-D ranging simulation. Both functions have been implemented for the narrowband
MFCW ranging method (see Section 4.2) and extended on demand. The gate simulation, for
example, features a UWB field probe mode, where tags record channel impulse responses. Similar
implementations for other ranging methods have been started, but are incomplete.

The gate simulation (sim mfcw gate) has been used to produce most simulation results
presented in this thesis. Although it has originally been developed to model a UHF RFID
portal, it can be used for almost arbitrary indoor environments (such as SPSC’s meeting room,
for example: see Section 2.3.2). The gate simulation models multiple readers and tags, and
implements the signal model shown in Fig. 3.3. Tag positions are modified inside a loop and
the distances between readers and tag(s) are continuously estimated. Each reader is activated
(transmitting) once for each loop pass while at the same time all readers are receiving and
estimating distances. Tags are configured only once using a Query command [1] before the loop
in order to speed up the simulation. In a special UWB field probe mode, only channel impulse
responses are recorded; all other functionalities are deactivated. This mode was used for the
channel simulations in Section 2.3.

The ranging simulation (sim mfcw ranging) can be used to statistically assess the proper-
ties of a ranging system. Recent changes in the channel models have not yet been implemented in
this simulation main file, so the development version accompanying this thesis is not operational
(version beta 1.0 of the open-source framework is).
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3.2 Model Overview: Reader, Channel, Tag

Fig. 3.3 shows the signal flow graph implemented in the simulator. It is an extension of the signal
model introduced in Fig. 2.5(a) on page 43. Each communication frame between reader and tag
starts with the reader transmitting a signal (modulated or unmodulated carrier, ranging signals,
etc.) and ends with either the tag receiving the reader’s signal or with the reader receiving the
signal reflected by the tag. Ranging frames for passive and semi-passive tags always encompass
the entire signal model, i.e., the reader performs transmission and reception while the tag merely
reflects the signal.

reader, TX path
carrier and ranging signal
generation, power ampli-
fier

reader, RX path
demodulation, signal anal-
ysis, range estimation

reader→tag
downlink channel

tag→reader
uplink channel

reader→reader
feedback channel
(self-interference and inter-
ference between readers)

can be correlated

noise
(AWGN)

+

tag reflection coeff.
passive backscatter modu-
lation (time-variant reflec-
tion)

reader model
nonlinear, frequency-dependent,

time-invariant

channel model
(wireless multipath channels)

linear, frequency-dependent, time-invariant

tag model
nonlinear, frequency-dependent,

time-variant (modulation)

Figure 3.3: Signal model and signal flow graph for the simulator. Time-invariance refers to a single com-
munication frame, i.e., milliseconds (especially for the wireless channels).

The reader model for one such frame is nonlinear due to the power amplifier, frequency-
dependent due to channel filters, and time-invariant. The tag model, which is represented in
this signal flow graph by its reflection coefficient, is nonlinear, frequency-dependent, and quickly
time-variant due to the passive backscatter modulation. All wireless multipath channels are
modeled in a linear, frequency-dependent, and time-invariant fashion for one communication
frame. Additive white Gaussian noise (AWGN) is added at the receiver; the channel to the tag
is assumed to be noiseless. Note that the time-invariance only refers to a single communication
frame (∼milliseconds).

The signal flow graph in Fig. 3.3 reflects the communication between one reader and one tag.
The PARIS framework, on the other hand, supports multiple readers and tags, as does reality.
The handling of multiple readers and tags by the framework is illustrated in Fig. 3.4. Each
reader and tag interfaces with “the channel”, which is composed of the blocks shown in Fig. 3.3
for each combination of reader and tag. An example for two readers and two tags is illustrated in
Fig. 3.4(b). The three channel blocks (reader→tag, tag→reader, reader→reader) use the same
channel model, but with different parameters.
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(b) example: 2 readers, 2 tags

Figure 3.4: Handling of multiple readers and tags. Each blue channel block in (b) consists of feedback, uplink-
and downlink channels, and additive noise.
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Note that the transmitting reader does not necessarily have to be the receiving one, and that
two different readers do not necessarily have to be distinct processing devices. A reader with one
transmitter circuit and four receivers circuits, for example, can be connected to four antennas.
While only one antenna (“reader”) is transmitting, four antennas (“readers”) are receiving. This
is the standard configuration for portal readers and is also reflected in the structure of the UHF
gate simulation.

3.2.1 Reader Model

The reader in UHF RFID systems is typically a powerful device, with impressive analog and
digital processing capabilities. With respect to research, where costs are a secondary concern,
the reader is not the limiting device in UHF RFID. The reader implementation of the PARIS
framework is thus generic in comparison to tag or channel model and does not reflect specific
types of readers.

Overview
The main reader function, reader main, provides the user with a simple-to-use interpreter
interface. This main interface controls an entire set of functions, shown in Fig. 3.5. Details
regarding its usage are provided by the simulator help (help reader_main in Matlab). The

to
channel

from
channel

to
protocol

from
protocol

+command/encoding
reader command.m

carrier modulation
reader modulation.m

transmitter/pwr-amp
reader transmitter.m

carrier generation
reader oscillator.m

decoding
(not implemented)

demodulation+sampling
reader demodulation.m

receiver
reader receiver.m

RX/TX path sounding
reader analogpathest.m

RANGING
(signal generation and analysis)

main control interface (reader main.m)

Figure 3.5: Basic structure and functions of the reader model.

central part of the reader structure is the ranging signal generation and analysis. Apart from
this block, the reader structure implements a standard communications transceiver. A command
is first encoded and then sent to the modulator which in turn modulates the carrier signal
provided by the carrier generation block. This signal is sent over the transmitter, after which
it enters the channel. The receive path consists of the receiver, an I/Q demodulator, sampling
and quantization, and the decoding block. As decoding of the tag signal was not necessary for
the work on ranging methods, this last block is not implemented. Last but not least, a linear
system estimate of the transmitter and receiver structure of the reader (transmitter, receiver,
demodulation) is provided to the ranging algorithm by the RX/TX path sounding block. This
data can be used by the ranging algorithm to correct systematic errors introduced by the analog
path of the reader.

Transmit Path
Command generation (reader command) and modulation (reader modulation) are implemented
according to the EPCglobal Class-1 Gen-2 protocol[1]. Two commands are available: Query and
Ack. The modulation function fully implements the timings and waveforms defined in [1], with

– 74 –



3.2 Model Overview: Reader, Channel, Tag

the exception of power-up and power-down waveforms. User settings are checked for confor-
mity with these timings and corrected if necessary (forcing settings is of course possible). The
created modulation waveform, which uses cosine rolloffs for band limitation, is subsequently
modulated onto the reader carrier generated by reader oscillator. Supported modulation
schemes are single/dual sideband and phase-reversal amplitude shift keying (SSB-ASK, DSB-
ASK, PR-ASK). Carrier generation supports cosine, sine, and complex exponential19 carriers
with arbitrary frequency, phase and amplitude noise, as well as additive white Gaussian noise.
The transmitter block (reader transmitter) amplifies and filters the transmitted signal, em-
ulating a nonlinear power amplifier with subsequent bandpass filtering. The pre-defined power
amplifier characteristic is shown in Fig. 3.6.
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Figure 3.6: Power amplifier characteristic (used by reader transmitter).

Receive Path
On the receive side, the receiver performs bandpass filtering and separates in-phase (I) and
quadrature-phase (Q) signals. Demodulation is performed by reader demodulation symmetri-
cally on I and Q channels using a complex exponential carrier generated by reader oscillator.
The baseband signal is then filtered (anti-aliasing), resampled to the reader sampling frequency,
and linearly quantized. Decoding is not needed for ranging and is thus not implemented.

Ranging
The only fully implemented ranging method is the narrowband multi-frequency continuous-wave
(MFCW) Ranging, with three functions shown in Fig. 3.7(a). The MFCW ranging carriers are
generated by mfcw addseccarriers and added to the main reader carrier. Received signals are
processed by mfcw compsel, extracting carrier phases, and mfcw calcdist, which estimates the
distance to the tag based on the extracted phase shifts. Details about MFCW can be found in
Section 4.2.

Wideband and ultra-wideband ranging methods (see Chapter 5) are only partially imple-
mented. These methods were analyzed based on the channel measurements in the UHF portal,
without the simulator. The evaluation of frequency-modulation continuous-wave (FMCW) rang-
ing was done in co-operation with Clausthal University of Technology, using their simulator (see
[137]). The carrier generation for FMCW is fully implemented, however: fmcw addfmcarrier

supports several FMCW waveforms (square, sawtooth, triangle, sinusoidal), which are gener-
ated in baseband and modulated onto a carrier via single sideband modulation. The FMCW
signal analysis, on the other hand, is only partially implemented. Also for Impulse-Radio Ultra-
Wideband (IR-UWB) ranging a rudimentary pulse generation function (uwb addpulses) has
been implemented, but the analysis function is missing.

19 used for demodulation (more efficient than independent sine/cosine if a complex baseband is intended anyway)
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Figure 3.7: Basic structure and functions of ranging blocks.

3.2.2 Channel Model Overview

The channel model of the PARIS framework is optimized for RFID-typical applications such as
portals in industrial environments. Indirect propagation paths are modeled by a combination
of deterministic and stochastic components, constituting the hybrid channel model. This model
combines large-scale path loss, antenna gain patterns (directivity), a deterministic small-scale
model consisting of surfaces and virtual transmitters, and a stochastic small-scale model imple-
menting an exponential average power-delay-profile. Noise is modeled as additive white Gaussian
noise (AWGN). A detailed description of the individual models can be found in Section 3.4; an
overview and the structure of the channel model are given below20.

transmitters

VTX

walls, floor

Figure 3.8: Simulation setup example showing TX, VTX (both represented by their gain pattern), and sur-
faces. Darker surfaces and VTX have higher gain factors (stronger reflection).

20 Another short introduction was provided in Section 2.2.4. However, this introduction was limited to modeled
effects. The descriptions in this chapter instead focus on the models and how they should be used.
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Fig. 3.8 shows an example setup created by the PARIS framework. This simple example
contains four surfaces (three walls plus a floor), four transmitters, and three groups of virtual
transmitters. Transmitters and virtual transmitters are represented by colored gain patterns in
this illustration. A lighter color signifies a weaker signal. The virtual transmitters (VTX) model
double interreflections between surfaces. In this example, the top left (labeled) group of VTX
models the interreflection in the corner at the center of the image. Note the different orientation
for each group, depending on the reflection the group represents.

The framework creates channel impulse responses based on such geometrical representations
and in a step-by-step process. Together with the LOS, reflections at flat surfaces form the purely
deterministic parts of a CIR. Surfaces are meant to be used at short range, where the angle
of incidence and thus the reflection coefficient changes considerably when either transmitter
or receiver changes position (cf. Fig. 3.9; moving receiver), or where there are few scattered
components. They provide an efficient way to model strong specular reflections at close range.
Like the LOS, multipath components created by the surface model are deterministic peaks in
the CIR. Apart from creating deterministic reflections, the surfaces also feature as a simple
transmission model.

TXVTX1VTX2

RX

RX’

A B

reflection coeff. (example)

angle of incidence on surface

-1

0

1

90

approx. const.

Figure 3.9: Angle dependence of reflection coefficients and comparison of VTX and surface model for a
moving receiver. Note that higher-order reflections generally have smaller angles of incidence to
the surface normals and that the angles change more slowly with the receiver movement in this
example. This translates to largely movement-invariant surface reflection coefficients, justifying
fixed gains for virtual transmitters.

Specular interreflections (reflections involving more than one surface), diffuse reflections and
scattering, as well as clusters are modeled by virtual transmitters. A virtual transmitter is a
reflected version of the original transmitter. VTX1 in Fig. 3.9, for example, is a double reflection
of the transmitter (TX) in surfaces B and A. Diffuse and random components are incorporated
by a stochastic small-scale model which is (optionally) included in any channel impulse response
from transmitters and virtual transmitters.

The basic structure of the implemented channel model is shown in Fig. 3.10. Unlike the main
reader and tag functions, channel main does not provide an interpreter interface, but merely
calculates the output signals for a given set of input signals, subject to the channel settings.
The function is designed to handle an arbitrary number of transmitters (inputs) and receivers
(outputs), NTX and NRX, respectively.

The channel between a transmitter and a receiver is formed by piecewise assembly of the
channel impulse response. The LOS component is created by the combined results of large-scale
model (gain and delay), directivity model (antenna gain pattern), and surface model (transmis-
sion gain) for the LOS link. Large-scale and directivity gains are calculated by channel large

and channel directivity respectively, and the surface transmission gain is calculated by
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Figure 3.10: Basic structure and functions of the channel model. Virtual transmitters (VTX) are treated
like normal transmitters in this structure.

channel surface. The NLOS part of the CIR is created by a stochastic small-scale model
plus deterministic reflections in surfaces. The latter each employ large-scale and directivity
model, as well as a surface reflection coefficient. The stochastic NLOS components created by
channel small are scaled by the large-scale LOS gain and (optionally) by the directivity gain.

Geometric and position-dependent settings (distances, angles for directivity patterns, an-
gles of incidence on surfaces, distance-dependent small-scale parameters, etc.) are provided by
channel newpos. This function is not controlled by channel main in order to separate the
channel models from any environment-specific considerations (the channel model is controlled
by settings, not the environment).

After the CIR assembly is complete, channel output signals are calculated by summing the
input signals filtered by the respective CIRs. In the final step, additive white Gaussian noise
(AWGN) is added. The variance of the added noise floor considers resampling by the receiver
and is controlled via the single-sided noise spectral density N0 ([W/Hz]).

3.2.3 Tag Model Overview

The structure of the tag model is shown in Fig. 3.11. Unlike the reader model, the tag model
is designed to simulate specific tags. Simulations in this thesis are based on the model of an
NXP UCODE G2XM chip soldered onto an NXP UCODE general purpose reference antenna,
see Fig. 3.12.

The most important part of the tag with respect to localization is the interface between tag
and channel: the tag reflection coefficient. The reflection coefficient of a passive UHF RFID
tag is highly nonlinear, frequency-dependent, and time-variant during tag modulation. It is
intertwined with the tag (backscatter) modulator and the power supply unit, and provided by
tag modulation in the model. This function is by far the most complex tag module, based on
several physical tag characteristics and a large filterbank structure. On the receive path, the part
of the incoming signal that is neither reflected nor lost in the modulator circuitry or parasitics is
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Figure 3.11: Basic structure and functions of the tag model.

Figure 3.12: NXP UCODE G2XM on NXP UCODE general purpose reference antenna.

sent to the demodulator (tag demodulation), where it is amplitude-demodulated and resampled
to the tag clock rate. Decoding (tag decoding) is implemented according to [1] (for a limited
set of commands). The transmit path consists of the encoding block (tag encoding), which
sends the encoded data directly to the modulator. Extensive descriptions of the tag models can
be found in Section 3.3, including a detailed description of the tag reflection coefficient and its
calculation.

The entire set of tag subfunctions can be difficult to handle, especially if implementational
issues such as group delays, shared settings, or shared states have to be considered. In order
to simplify the usage of the tag model, the main control function tag main provides a simple
interpreter interface for the user.

3.2.4 Limitations of the Implemented Models

The implemented models have several limitations of which a user should be aware. These limi-
tations originate in the trade-off between accuracy, implementational effort, and computational
complexity. The most prominent limitations are:

1. Channel Model

• All deterministic models (large-scale, directivity, surfaces, VTX) are bandwidth-
independent and thus strictly speaking not valid for UWB signals.

• Surfaces are limited to xy-, xz-, or yz-plane, and their refractive indices are limited
to real values. Absorption and changes in propagation delay are not considered (pure
surfaces; no volumes).

• The geometry model governing VTX activity only considers the last reflection.
• Specular reflections in surfaces are not affected by other surfaces, i.e., they are neither

reflected, nor blocked.
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• There is no connection between the VTX gain and the corresponding angle-dependent
reflection coefficients.

• Antenna gain patterns have to be symmetrical with respect to xy and xz, where x is
the mainlobe direction.

• The VTX/surface setup is not fool-proof. If a user neglects to mark a surface as
“covered by VTX” (see Section 3.4), the direct path of the VTX created by this
surface is reflected even though this maps the reflection to the original TX. Checks
done by the framework cannot cover all combinations (this would require full ray
tracing).

• Scattered reflections (stochastic NLOS components) are not reflected by the environ-
ment, but rather sent by each transmitter. As such, the entire stochastic NLOS CIR
originates from the transmitter, i.e., a single point in space. Geometrically diffuse
components are not featured/supported. They can, however, be modeled by a high
number of VTX with deactivated direct paths placed at the positions of scatterers
(cf. [139,196]).

• Narrowband correlations are only asymptotically correct for a large number of taps
(stochastic small-scale model).

• Polarization is not modeled.

2. Tag Model

• The implemented reflection coefficient model assumes short-time stationary power
(stationary for one frame). A nonlinear selection of the time-variant reflection coeffi-
cient during modulation is possible in principle but not implemented for performance
reasons.

• There is an inevitable trade-off between accuracy and time-resolution for the reflection
coefficient filterbank (→ time-frequency localization).

• The antenna detuning model does not support massive detuning (not valid if tag is
closer than roughly 1 cm to metal or water).

• The tag clock does not feature frequency drift.

3. Self-Tests

• The test coverage is typically well below 100%: checking all possible combinations of
settings and input signals is rarely feasible.

• Expected results have to be created and defined by the programmer along with the
checks. Naturally, this is not error-proof.

• False positive and false negative errors are possible (parameter estimators).
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3.3 The Tag Models in Detail

3.3.1 Tag Reflection Coefficient
parts of this section have been published in [128]

A tag’s reflection coefficient is the only physical tag parameter visible to the reader. This
makes it the most important tag parameter for backscatter-based sensing [197–203] and tag
localization.

The following section provides a detailed description of the reflection coefficient model imple-
mented in the PARIS framework, how it is calculated, and how it was verified. The model uses
impedance data of an EPCglobal Class-1 Gen-2 [1] chip in modulated and unmodulated states,
as well as assembly- and antenna-impedances in order to calculate the reflection coefficient of
the fully assembled Gen-2 tag. These impedances can be obtained via conducted measure-
ments [152,204] or simulations, whereas measuring the reflection coefficient directly requires an
anechoic environment and comparatively complex measurement procedures [205].

Overview

The reflection coefficient of passive tags is highly frequency-dependent, nonlinear, and fast time-
variant due to the modulation. The implemented model of this physical behavior is based on
the equivalent circuit shown in Fig. 3.13. Similar equivalent circuits are well established in
RFID [3,4, 206,207]. Not included in this model are the antenna gain pattern and polarization
mismatches. This is a very common and useful simplification; both factors can, however, be
added at any later time, cf. [208–211].

Pav

Pbs

Pin

Pl

Pic

ρ(f, Pav,M,A,D)

Za(f,D)

Zat(f, A)

Zm(f, Pic,M)

Zic(f, Pic)

antenna plus
detuning

assembly plus
tolerances modulation and chip

Figure 3.13: Equivalent circuit model of the tag reflection coefficient, cf. [128, Fig. 1]; antenna impedance
Za, assembly impedance Zat, modulation impedance Zm, and unmodulated chip impedance Zic.
Parts of the available (incident) power Pav are backscattered (Pbs). The input power Pin is
partially lost in assembly and modulation impedance (losses Pl); the remaining power is the
chip input power Pic. The model has three state variables: modulation state M , assembly state
A, and detuning state D.

For simulations, the reflection coefficient (ρ) is implemented as a multidimensional lookup
table, representing the nonlinear reflection coefficient over frequency and power for different
“states” of a tag. These states consist of the modulation state M (e.g., modulated and unmodu-
lated), the assembly state A, and the detuning state D. The assembly state here represents the
value of the parasitic assembly impedance Zat, whereas the detuning state covers the changes
of the tag in proximity to dielectric materials. Of these states, only the modulation state is fast
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time-variant, while the assembly and detuning states will likely be fixed during a single commu-
nication with the tag. A lookup table used for such a communication frame thus has to contain
only the reflection coefficient over frequency, power, and the modulation state, i.e., ρ(f, Pav,M).
A set of lookup tables (one file per table) spans different assembly and detuning states. The files
also contain lookup tables for power levels and several other data fields which are regularly used
in simulations. The mapping from detuning and assembly states to actual model parameters is
done based on another lookup table, see Appendix C. Although this may sound cumbersome,
it is a very flexible and simple way to cover an arbitrary set of states, depending on the type of
tag and/or the application.

Re

Im

0 1

1

ρ̄∆ρ

∆ρ ρ“unmod”

ρ“mod”
refl. coeff. modulation trajectory

Figure 3.14: Linear model of the tag reflection coefficient (intended for derivations) with average reflection
coefficient ρ̄ and difference value ∆ρ, cf. [128, Fig. 3]. Only the end points of the original
trajectory are preserved.

Linearized Model of the Tag Reflection

Although multidimensional lookup tables are simple to handle in simulations, they are rather
bulky in mathematical derivations. For this purpose, the model offers a simple and straightfor-
ward version of the reflection coefficient. This linearized model is a simplification of the quite
complex reflection coefficient trajectory during modulation (cf. Fig. 3.14) and uses the fact that
the tag modulation is almost perfectly binary, i.e., switching quickly between only two modula-
tion states (modulated and unmodulated). The model replaces the trajectory by a fictive center
ρ̄ and a difference ∆ρ, where

ρ“mod” = ρ̄+ ∆ρ and ρ“unmod” = ρ̄− ∆ρ (3.1)

This approach is loosely linked to differential radar cross sections, cf. [212]. Note that the end
points of the trajectory are power- and frequency-dependent, hence the parameters of the linear
model also depend on frequency and power, i.e., ρ̄ = ρ̄(f, P ) and ∆ρ = ∆ρ(f, P ). The benefit
of this model is its simplicity when it comes to modulation. The complex reflection coefficient
during modulation can be expressed by

ρ(f, P, t) = ρ̄(f, P )︸ ︷︷ ︸
center

+ sm(t)︸ ︷︷ ︸
modulation

·∆ρ(f, P )︸ ︷︷ ︸
difference

(3.2)

with −1 ≤ sm(t)≤ 1 being the modulation waveform. This modulation model is especially
useful for multiple frequency components if the power level is roughly constant and hence the
superposition principle holds, cf. Section 4.2.1 and [135].
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Calculation of the Model

Pre-Processing of Measurement Data: Most of the processing is done for the chip im-
pedance data, which is obtained via conducted measurements [204]. Approximation and median
filtering are used to remove the ripple in the measured chip impedance created by the tag’s
power-up procedures (cf. [152]), as well as the ripple typically created by stepped-frequency
measurements with network analyzers (cf. Fig. 2.14 on page 52). Moreover, power losses and
impedance mismatches are taken into account and removed from the measurements, thus align-
ing the power vectors between modulated and unmodulated state to the chip power Pic. The
modulation impedance Zm is obtained using a combination of brute-force search and nonlinear
optimization, finding the optimal parallel impedance to turn the unmodulated into the modu-
lated chip impedance.

1. Base Data: As a first step in the calculation of the reflection coefficient, necessary data
is loaded and the base vectors for power and frequency are generated. This process starts
with the perfectly tuned antenna impedance in free space Za and the frequency vector f . The
created frequency vector has a non-homogeneous resolution, with a denser grid inside the UHF
frequency bands. Next, the minimum power characteristic over frequency, Pic,min, is loaded and
interpolated to the frequency vector (second step).

The third step is a little more complex: After loading the unmodulated chip impedance Zic,
this impedance is inter- and extrapolated to the frequency vector via polynomial approximation.
This approach relies on the flatness of the chip impedance over frequency and removes any
measurement ripple generated by line-by-line VNA measurements that has not been removed
by pre-processing of the impedance data. Moreover, the logarithmic chip power base vector Pic

is also generated in this step.

A similar approach is taken for the modulation impedance Zm in the fourth step. After
aligning it with the frequency base using polynomial approximation and interpolation to the chip
power basis, a version of the modulation impedance depending on the modulation state M is
created by linear weighting of Zm (“on-impedance”) and a user-defined “off-impedance”. The
result is the final modulation impedance Zm(f, Pic,M). The user has several choices here: The
modulation impedance can either be made active, i.e., modulation below Pic,min is made possible
by holding Zm at the minimum power Pic,min, or kept passive by setting Zm(Pic < Pic,min, ...)
to the “off-impedance”. This can be done in a frequency-dependent fashion using Pic,min(f) or
frequency-independent based on max{Pic,min(f)}. Note that the frequency-dependent mode will
introduce discontinuities in Zm due to the limited power/frequency resolution in combination
with subsequent interpolation. Replacing Zm below the minimum power threshold is necessary
in any case, as the chip typically cannot be forced to the modulated state in hardware. For the
NXP G2XM, this mode has to be set by sending a command, which is of course only possible
for a working chip. Furthermore, it is reset if the chip falls below its operational power. As a
consequence, the measured modulation impedance is unreliable near the power threshold and
completely unusable below.

2. Assembly Matching and Tolerances: The assembly impedance Zat takes the mounting
of the chip on the antenna (flip-chip, TSSOP plus soldering, ...) and associated tolerances
into account. This parasitic impedance is modeled by a parallel RC circuit [207] for simplicity.
Assembly tolerances are a major problem in the manufacturing of RFID tags: A performance
degradation of more than 90% is easily reached in case of a bad assembly [207].

For the model, the parasitic capacity is chosen depending on the assembly tolerance state A.
The Ohmic part is then calculated using Q-matching (e.g., [213,214]) between antenna and load
impedance at the intended frequency of operation and the tag’s power threshold Pic,min [152].
This approach reflects the effort of a manufacturer to match the tag “as well as possible” for
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a given assembly process. The actual matching is done numerically by linear optimization and
subsequent checking of the resulting Q-factor. If an exact match is impossible, the next best
match is chosen and a warning is issued. As the assembly tolerance will also affect the resistance,
the optimally tuned resistor is subsequently multiplied by a scalar factor which, like the chosen
capacity, depends on the assembly tolerance state A. By using a factor instead of a constant
resistance, the results stay independent of the actual matching point.

3. Antenna Detuning is the effect of dielectric materials on the antenna impedance. De-
tuning typically results in an increased quality factor and thus an amplification of the antenna
self-resonance as well as in a shift of the resonance towards lower frequencies. Near metal, very
high Q-factors can be reached before a significant frequency shift occurs. If the antenna is placed
very close to the material, i.e., for high levels of detuning, the frequency shift reaches several
hundred MHz while the resonance vanishes (low Q), see Fig. 3.15.
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Figure 3.15: Illustration of the effects of close-by dielectric materials on the antenna impedance.

Unfortunately, the effects of detuning depend massively on the antenna type and the offending
material [3, pp. 336ff] as well as the relative orientation of antenna and dielectric object, making
a generic model a challenging task. Detuning is thus usually modeled as simple gain penalty
and/or performance degradation in RFID, cf. [153, 215]. This simplification, however, is not
feasible for ranging, since it removes the frequency dependence, which is a primary source of
errors in narrowband ranging (see Section 4.2). Hence a wideband detuning model had to be
found.

The implemented model modifies the antenna impedance in free space by changing the quality
factor and shifting the antenna self-resonance in frequency, as shown in Fig. 3.16. This heuristic
model is based on nonlinear interpolation of the antenna impedance Za to emulate the effects
of close-by water and metal objects. It has been derived from impedance measurements of an
NXP UCODE general purpose reference antenna (see Fig. 3.19(b)) and is controlled by two
parameters: percent enhancement and frequency shift of the antenna self-resonance. The first
parameter controls a compression of the frequency axis around the resonance and an expansion
of R- and X-axes. The second parameter controls the frequency shift along the shift axis of
Ra and Xa, as well as the increasing attenuation of the resonance for large frequency shifts, see
Fig. 3.16. The combination of both parameters forms the detuning state D.
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Figure 3.16: Examples of chip impedance (flip-chip assembly) and antenna impedance (tuned and detuned),
cf. [128, Fig. 2]. Increased detuning leads to more pronounced changes in the impedance.
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Note that this method will only give qualitatively correct results. Specifically, it does not
consider additional resonances created by close coupling, the alteration and shifting of resonances
other than the main antenna self-resonance, the effects of different orientations of the antenna
relative to the offending material, or compound materials. A comparison of the reduction in read
range due to detuning found in experiments [153] suggests that the used detuning model is valid
if the tag is separated from water/metal by at least 1 cm [128]. However, these limitations apply
only to the modeling of detuning, not to the entire equivalent circuit model. If high accuracy is
required, measured impedances of detuned antennas can easily be used.

4. Input Reflection Coefficient: With all the necessary data available, the reflection coef-
ficient ρ(f, Pic,M,A,D) can be calculated using the impedance mismatch at the antenna ports

ρ(f, Pic,M,A,D) =
Za − (Zat‖Zm‖Zic)

∗

Za + (Zat‖Zm‖Zic)
, (3.3)

where ‖ denotes the parallel impedance and ∗ is the complex conjugate. The input power
is calculated from the impedances by considering the power loss in assembly and modulation
impedance:

Pin(f, Pic,M,A,D) = Pic ·
(

1 +
Re{(Zat‖Zm)} · |Zic|2
Re{Zic} · |(Zat‖Zm)|2

)
(3.4)

Finally, the available (incident) power level at the tag antenna ports can easily be calculated
using Pin and the reflection coefficient:

Pav(f, Pic,M,A,D) = Pin/
(
1 − |ρ|2

)
. (3.5)

Naturally, the calculated power levels are functions of frequency f , chip power Pic, modulation
state M , assembly state A, and detuning state D.

5. Re-Interpolation to the Incident Power Level: So far, the power levels and the
reflection coefficient are functions of the chip power Pic. A more practical dependence would be
the incident power level Pav here, which is the power output of the channel and independent
of any tag parameter (as opposed to Pic). This gives the tag reflection coefficient model a
well-defined interface.

Hence, as a next step, the power base vector Pav (available/incident power) is created. This
vector is designed to be linear with distance under the assumption of free-space propagation with
some arbitrary large-scale path loss exponent. The path loss exponent should be chosen slightly
higher than the free-space path loss (ξ = 2) here in order to increase the resolution around the
tag’s minimum power threshold (which is typically the area with the fastest changes).

Using this vector and the connection between available and chip power levels Pav(f, Pic, ...),
the reflection coefficient is re-interpolated using linear interpolation along the power axis. This
interpolation inescapably results in “out-of-range” values, i.e., areas of the warped reflection co-
efficient where no source data is available. The entire procedure of selecting the power vector and
re-interpolating the reflection coefficient is done iteratively to minimize these areas. Avoiding
them entirely, however, is impossible. The result of this procedure is the reflection coefficient over
frequency, available (incident) power, modulation, assembly, and detuning ρ(f, Pav,M,A,D).

6. Extrapolation of the Reflection Coefficient to DC and the Nyquist frequency is nec-
essary to make the model usable in digital filters. This extrapolation in the frequency domain is
done by fitting an infinite impulse response (IIR) band-stop filter in the frequency dimension for
all Pav, M , A, and D. The actual optimization is performed by altering the gain factors for all
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poles and zeros of the IIR using nonlinear optimization. The cost function includes the border
values of the existing reflection coefficient (magnitude and slope) as well as a penalty term for
active reflection coefficients |ρ|> 1, and leads to a smooth transition of the magnitude at the
borders. Because of the different shapes of ρ for different assembly and detuning states, this
optimization is done for a set of different IIR configurations. Several other measures (median
filters, alignment of the phase, ...) are in place to ensure a smooth transition at the border
regions. Note, however, that the cost function optimizes only the magnitude of the reflection
coefficient, not the phase. Although discontinuities in the phase are unlikely due to the accompa-
nying measures, special care should be taken when using extrapolated parts of the characteristic
in combination with methods that are sensitive to discontinuities in the phase.

7. A Full Reverse Check – i.e., a recalculation of the original chip impedance Zic from
reflection coefficient data for randomly chosen combinations of frequency and power – is per-
formed to double-check the above calculations. This check is done in two ways: the first way
uses the connection between the lookup tables Pin(f, Pic, ...) and Zic(f, Pic) to index the chip
impedance directly, while the second way inverts the entire set of calculations. Naturally, the
results of both methods have to match. Although this check does not cover every part of the
calculation, the most complex parts are included. Plots can be generated in order to facilitate
manual checks of steps that are not covered by this automated verification.

8. Filling of the Leftover Gaps created by the warping of ρ(Pic, ...) to ρ(Pav, ...) is the
last step in the calculation of the reflection coefficient characteristic. This is done by simple
interpolation subject to a smoothness condition.

An example reflection coefficient generated by the above calculations can be found in Fig. 3.17.
The plot shows the unmodulated magnitude of a perfectly tuned NXP UCODE G2XM mounted
by flip-chip assembly on an NXP UCODE general purpose reference antenna (see Fig. 3.12).
The colored areas indicate that source data was available; the grid represents extrapolated areas.
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Figure 3.17: Example reflection coefficient magnitude (unmodulated; perfectly tuned flip-chip assembly).

– 86 –



3.3 The Tag Models in Detail

Measurement-Based Verification

The calculations leading to the reflection coefficient rely on several simplifications, foremost the
relatively simple equivalent circuit. A validation measurement was conducted in order to verify
the reflection coefficient model and its calculation, as well as the linearized version of the model.
These measurements used the same type of tag that has been modeled for the simulator.

anechoic chamber

tag
tag fixture
(polyurethane)

antenna
connected
to reader

antenna fixture
(plastic)

75
cm

72 cm

69
cm

antenna connected
to VNA port 1 (TX)

antenna connected
to VNA port 2 (RX)

Figure 3.18: Bistatic VNA measurement setup used for tag reflection coefficient measurements (not to scale).
The UHF reader (bottom antenna) is used as a power source for the tag and to send commands,
while the VNA measures the reflection coefficient during tag modulation. (©2010 IEEE, [128])

(a) interior of the anechoic chamber (©2010 IEEE, [128]) (b) open / short / G2XM

Figure 3.19: Photographs of the tag reflection coefficient measurement setup and used references/tag.

The used measurement procedure is based on a bistatic VNA setup in an anechoic chamber,
and is designed to obtain the time-variant reflection coefficient of a UHF RFID tag during
modulation in the field. The measurement setup is shown in Figs. 3.18 (schematic) and 3.19
(photographs) respectively. It combines several approaches [204,205,216] in order to obtain the
complex reflection coefficient during modulation. Details can be found in [128].
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Unlike for conducted measurements [204], assembly tolerances and detuning are covered by
this setup. The major drawback is calibration: environmental reflections exceed the reflection of
the antenna outside its resonance even in an anechoic chamber, making measurements outside its
center frequency unreliable. Moreover, a full calibration did not lead to the expected results, even
though the reduction in signal-to-noise ratio (SNR) due to the rather ill-conditioned calibration
matrix should not cause any problems. The reason for this is an open question. A possible
explanation is numerical instability due to the similarity of the calibration references for open
and short. As a consequence of the problems with full calibration, the absolute phase could
not be reconstructed and the measurement result is limited to magnitudes, similar to [205]
(VNA-based) or [217] (using a spectrum analyzer).

A comparison between the measured reflection coefficient and the model can be found in
Fig. 3.20. Note that the measured reflection coefficient slightly exceeds |ρ| = 1 outside 900
through 1000MHz due to the above mentioned environmental reflections. The reconstructed
magnitude is a good match, with a residual mean absolute error of 0.022 (|ρ|∈[0, 1]) in the center
frequency range of 910−970MHz (area with best calibration). Furthermore, the assembly state
of the model, Rat = 235Ω parallel to Cat = 475 fF, corresponds well with soldering the G2XM
on milled FR-4, according to NXP. The same is true for the detuning state, which shows a
nominal resonance shifted by 20MHz. This frequency shift may have been caused by a slight
redesign of the antenna after the model data was calculated; a verification measurement of the
antenna impedance showed the same frequency shift.

These results in combination with the well-established theory of equivalent circuits for antenna
systems indicate the validity of the equivalent circuit model and the linear model described above.

(a) unmodulated (b) modulated

Figure 3.20: Comparison of reconstructed reflection coefficient magnitudes (gridlines) to model data, cf.
[128, Fig. 7].

3.3.2 Tag Modulator / Power-Supply Unit

The tag modulator calculates the backscattered signal as well as the input signal of the tag, and
is one of the most complex modules of the simulator. For historical reasons and for simplicity,
it also contains the tag power supply unit, which calculates the power supply voltage of the
tag. The function has two main modes: the first mode is used for calculation of the modulated
backscatter (modulation) while the second mode is used to calculate the input signal of the tag’s
demodulator (transmission).
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As a first step in backscatter (modulation) mode, the function calculates the length of the
modulation signal at the carrier level for a given modulation bitstream provided by the encoding
function. This also includes group delays of carrier and modulation signal as well as block-
processing effects created by the used polyphase filterbank (see below). This information is used
by the framework to determine the carrier length necessary for modulation. After the length
calculations are complete, the function generates the modulation signal at the tag clock level.

The second step is related mainly to the tag power supply functionality and applies to reflection
and transmission mode. After loading the reflection coefficient characteristic (see Section 3.3.1),
the average carrier power level during modulation/transmission is calculated. Using the average
power level here implicitly assumes short-time stationary power and thus short-time stationary
characteristics of the tag21.

Using the incident carrier power level, the tag reflection coefficient, and the modulation signal,
the function then calculates the chip power level and determines whether the tag is functional,
i.e., above its minimum power threshold. The chip power calculation has a bias towards the
unmodulated state in order to take into account the supply buffer, which, for a real tag, is loaded
for a long time in the unmodulated state before the modulation starts. This simplification is a
weakness of the current implementation and should be corrected in order to support long tag
replies as well as different power consumption for each command (cf. [218]).

Nonfunctional tags are handled differently for the two modes of operation: In transmission
mode, a nonfunctional tag will anyway not be able to decode the information, so the time-
consuming filter operation is skipped and a vector containing zeros is returned. Nonfunctional
tags in backscattering (modulation) mode are set to continuous unmodulated reflection. Op-
tionally, the tag modulation can also be maintained even below the minimum power threshold,
thus essentially generating an active tag with the nonlinear characteristic of a passive one.

As a last step before filtering, the filter coefficients are extracted from the reflection coefficient
data and re-interpolated to the homogeneous resolution needed for the used filterbank imple-
mentation. Transmission, i.e., calculation of the chip input signal, is implemented as

√
1 − |ρ|2,

where ρ is the reflection coefficient. The phase information can be discarded without a problem
here because passive UHF tags only use narrowband envelope demodulation.

Filtering is performed by a polyphase filterbank [219]. After the analysis step and before
re-synthesis, each block is multiplied independently by a transfer function selected out of the
tag reflection coefficient characteristic. The filterbank thus performs a block-by-block approxi-
mation of the tag’s time-variant reflection coefficient in frequency and in time. This creates a
trade-off between time and frequency resolution: a high frequency resolution requires a large
number of filter channels and thus a large block size which in turn reduces the time resolution
of the filterbank22. At the time of this documentation, the standard setup used a 4096-channel
filterbank with 32 taps per channel for the finite impulse response (FIR) synthesis and analysis
filters.

In transmission mode, the demodulator input signal is calculated after the filtering by multi-
plying the transmitted signal by the appropriate input impedance, thus resulting in the voltage
at the demodulator ports.

21 During the reflection coefficient measurements, the tag has shown the ability to buffer one RN16 (16 bit random
number [1]) reply even if the current power level is too low. This supports the assumption of a well-buffered
and thus short-time stationary power supply.

22 This is a fundamental principle created by the interrelation between time and frequency domain and cannot
be avoided. The more localized a signal becomes in the frequency domain, the less localized it becomes in
the time domain and vice versa. A pulse, for example, is very narrow in the time domain, but occupies an
ultra-wide bandwidth. This is very similar to Heisenberg’s uncertainty principle and is thus sometimes referred
to as “Heisenberg-box”.
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3.3.3 Other Modules

Demodulation The demodulator implements an adaptive threshold-based amplitude demod-
ulator [220]. The input signal is rectified, filtered by an RC lowpass, and amplified according
to an automatic gain control (AGC) characteristic. An example AGC characteristic is shown in
Fig. 3.21(a). These processing steps create a normalized envelope signal which is subsequently
downsampled for performance reasons23.

The amplitude modulated command sent by the reader is then demodulated by comparing
the envelope amplitude with a threshold level that is generated by a feedback loop. The non-
linearity of the feedback loop prevents a simple modeling, hence the threshold generation has
been approximated by a sample-by-sample nonlinear filter with saturated slew-rates and lev-
els. The modeling is not perfect. In particular, overshoots at very high power levels are not
reproduced properly. Nonetheless, considering that the demodulator is vital to ranging only in
terms of robustness to the ranging signals sent by the reader, the accuracy of the implemented
model should be more than appropriate. A comparison between a circuit simulation and the
implemented model for a moderate burst of the input signal can be found in Fig. 3.21(b).

(a) automatic gain control characteristic
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Figure 3.21: Demodulator characteristics and models.

Tag Clock The tag clock module is a relatively simple block that generates a vector of clock
events. The function is able to handle clock offsets (tolerances) and clock jitter. Clock drift is
currently not implemented.

Decoding The decoding block analyzes a demodulated reader command, calculates its timing
(Tari, RTcal, and TRcal [1]), and performs a simple threshold-based decoding. Naturally, the
entire decoding block operates at the tag clock level and is thus subject to its timing, including
tolerances. So far, only Query and Ack commands are implemented for the decoding, cf. [1].

Encoding is done as defined for EPCglobal Class-1 Gen-2 tags [1] using a generic state-
machine implementation. The function also performs the subcarrier encoding (Miller encoding),
and optionally adds the cyclic redundancy check block (CRC-16) as well as the preamble se-
quences [1].

23 The downsampling is optional and generates a warning since it may change clock characteristics.
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3.4 The Channel Model in Detail

3.4.1 Large-Scale and Directivity Model

The large-scale channel power gain is calculated via the Friis equation (log-distance model)

ΘLS =

[
c

4πfc d

]ξ

(3.6)

and the large-scale propagation delay is calculated via

τLS = round

(
fsd

c

)
, (3.7)

where c is the speed of light, fs and fc are sampling and carrier/center frequency respectively, d
is the path length, and ξ is the path loss factor. Adding log-normal shadowing is easily possible
but has not yet been implemented, since shadowing is calculated in a site-specific and thus
deterministic manner (see Section 3.4.2).

Directivity patterns are implemented using lookup tables. These characteristics are loaded from
files and can either contain 2×2-D (horizontal and vertical) or full 3-D gain patterns. Predefined
characteristics include the Intermec IA39B portal antenna [7], λ/2 and λ/4 dipoles, as well as
the UWB antennas used for the channel measurements (see Section 2.3). The patterns can be
arbitrarily rotated, but not mirrored24. As a consequence, only symmetrical gain patterns are
handled correctly by the surface model and virtual transmitters.

The bandwidth-independent implementation of large-scale and directivity gain was chosen
mainly for reasons of computational complexity. An extension to ultra-wide bandwidths would
require additional channel taps while the current implementation only scales existing taps. Since
large-scale and directivity gains are used in almost all channel taps25, this extension would dras-
tically increase the overall number of taps per link and therefore the computational complexity.
The model is thus a simplification and care should be taken when using the framework for
ultra-wideband signals.

3.4.2 Deterministic Small-Scale Model: Surfaces and Virtual Transmitters

Reflection and Transmission Coefficient: Reflection coefficients for surfaces are calculated
from the Fresnel equations, cf. [6, pp. 248ff]. For a wave with an angle of incidence αaoi to
the surface normal and refractive indices η1 and η2 according to Fig. 3.22(b), the reflection
coefficient at a surface is

χr⊥ =
η1 cosαaoi − η2

√
1 −

(
η1

η2
sinαaoi

)2

η1 cosαaoi + η2

√
1 −

(
η1

η2
sinαaoi

)2
(3.8)

24 Since all predefined antenna characteristics are symmetrical (i.e., can be mirrored in xy or xz, where x is
the direction of the mainlobe), implementing a mirroring function was never necessary. This functionality in
connection with an improved ray tracing model is part of the roadmap for future builds, cf. Appendix C.1.

25 except for directivity gains in ‘room’ mode, where the directivity model is only applied to LOS paths and
reflections; see Section 3.4.4

– 91 –



3 The PARIS Simulation Framework

if the polarization of the wave is perpendicular to the surface, and

χr‖ =
η1

√
1 −

(
η1

η2
sinαaoi

)2
− η2 cosαaoi

η1

√
1 −

(
η1

η2
sinαaoi

)2
+ η2 cosαaoi

(3.9)

if the incoming wave is polarized parallel to the surface. Transmission is modeled as “1–
reflection” for power, i.e., absorption and scattering (diffuse reflections) are neglected. The
transmission coefficient of surfaces is calculated via χt = 1 − χ2

r (air→material→air). Example
reflection and transmission coefficients for a concrete surface (η1 ≈ 2.5) in air (η1 = 1) are plot-
ted in Fig. 3.22(c). The transmitter antenna in this example is z-polarized, i.e., perpendicular
to the floor and parallel to the walls.
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Figure 3.22: Reflection and transmission at surfaces. Note that the geometry model makes some simplifica-
tions for the transmitted wave and that absorption and scattering are neglected.

The surface model makes several simplifications: First of all, surfaces are assumed to be com-
pletely flat and homogeneous, without scattered components or changes in material properties.
Moreover, only rectangular surfaces parallel to the xy-, xz-, or yz-plane are implemented26.
Diffraction at the surface edges is considered in a qualitative fashion, i.e., without an underly-
ing physical diffraction model (see below). Also the transmission model for surfaces is a very
rudimentary add-on. It does not consider the reduced group velocity inside the dense material,
which causes an additional delay and refraction in reality. Finally, the refractive indices of the
surface materials are assumed to be real and independent of frequency.

Diffraction Coefficient: Diffraction at surface edges and rounded edges is only modeled to
some extent. If the wave (ray) passes a surface near to its edge, the observed amount of power
behind the surface will be higher than is suggested by the transmission coefficient. Conversely,
a reflected wave can be observed even if the point of incidence is slightly outside the surface.
This creates a gradual change of the reflection/transmission coefficient at a surface edge. The
corresponding rolloff factor is calculated via

ΨD,r = e
−max

“
0,

βint2·βblur−dPOI2edge
βint1·βblur

”

(3.10)

for reflections, and

ΨD,t = e
−max

“
0,

βint2·βblur+dPOI2edge
βint1·βblur

”

(3.11)

26 The basic functionality for arbitrarily oriented surfaces has been implemented by Anna Jöbstl during her
internship at the SPSC in 2010. As this module requires several changes in antenna characteristics, setup
structure, and the surface model itself, it has not yet been added to the framework.

– 92 –



3.4 The Channel Model in Detail

for transmissions, where dPOI2edge is the distance from the point of incidence to the surface edge
in wavelengths at the center frequency fc. βint1 and βint2 are parameters according to Tab. 3.2.
The amount of blurring can be controlled by the user via a blurring factor, 0 ≤ βblur ≤ 1.

The rolloff created by this model is shown in Fig. 3.23. For a diffraction gain factor of
ΨD,r,t → 0, reflection and transmission coefficients of a surface also go towards zero. For a gain
factor of one, reflection and transmission coefficients are as calculated via the Fresnel equations.

reflection transmission

decay constant βint1 [wavelengths at fc ] 8 2

shift constant βint2 [wavelengths at fc ] 1 0

Table 3.2: Internal settings for diffraction model (in channel main).
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Figure 3.23: Diffraction gain factor close to surface edges for different blurriness settings (βblur). If the
diffraction gain factor approaches zero, the reflection/transmission coefficients of the surface are
also close to zero. For a gain factor close to one, reflection/transmission coefficients approach
those calculated via the Fresnel equations. A negative distance to the edge translates to the
point of incidence being inside the surface.

Virtual Transmitters (VTX) are used by the framework to model clusters and interreflec-
tions (double-, triple-, ... -reflections). Apart from a few special features of VTX (described
below), virtual transmitters are treated like normal transmitters. The channel between a VTX
and a receiver thus contains a “direct” path, a stochastic small-scale part, as well as reflections
in all surfaces that have not been marked as “covered by a VTX” (explanations provided below).
VTX are pure transmitters by definition, i.e., they cannot receive any signal.

The geometry involved in the creation of virtual transmitters is illustrated in Fig. 3.24. In
this example, a transmitter (TX) is placed in a corner created by two perpendicular surfaces A
and B. The first-order reflections, VTXa and VTXb, are created by mirroring TX in A and B
respectively. The second-order virtual transmitter, VTXab, can either be created by mirroring
VTXa in surface B or by reflecting VTXb in surface A. Note that the mirror axes are not confined
to the surfaces for interreflections, i.e., VTXab is a valid reflection even though neither VTXa

nor VTXb are mirrored directly in a surface27.

27 VTXab is created by VTXa mirrored in the reflection of surface B in surface A, for example.
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Figure 3.24: Creation of virtual transmitters (VTX) for single and double reflections.

The process of creating virtual transmitters is semi-automatic. Basic functionalities to mir-
ror objects (transmitters, receivers, surfaces) in the creation of the setup are provided by the
framework. The process of determining possible reflections and appropriate gain factors for the
corresponding VTX, on the other hand, is up to the user. These factors account for reflection
coefficients at surfaces (including scattering) and scale the transmitted power of VTX relative
to the originating TX.

Unlike transmitters, virtual transmitters can be linked to a surface. This link is used by the
framework to determine if the VTX is active for a given receiver position, i.e., if the reflection
is possible. The direct path between a receiver and a virtual transmitter either has to pass
the surface or must not pass it, depending on a setting. Consider the situation illustrated in
Fig. 3.25, where VTXba and VTXbc are both linked to surface A. In Fig. 3.25(a), the direct path
between VTXba and the receiver has to pass the surface, so VTXba is only active at RX2, not
at RX1. This setting is used to link a virtual transmitter to the last surface that took part in
its creation, in this case surface A. In Fig. 3.25(b), on the other hand, the situation is reversed.
Here the smaller surface A blocks a reflection in the much larger surface C, modeled by VTXbc.
In this case the virtual transmitter is linked to a surface that is between the reflecting surfaces
that created the VTX.

AB C

TX

RX1

RX2

VTXba

(a) direct path must pass surface A (surface A took part in the creation of VTXba)

AB C

TX

RX1

RX2

VTXbc

(b) direct path must not pass surface A (surface A blocks the reflection in surface C)

Figure 3.25: Linking a VTX to a surface: VTXba and VTXbc are both linked to surface A, but with different
link conditions.

Like most of the deterministic channel model, the concept of linking a VTX to a single surface
was designed for geometrically simple environments such as parallel walls. Like any model
designed for simplicity, it has its limits: If two facing surfaces have different dimensions, for
example, then the VTX might be active even though the reflection is geometrically impossible.
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A corresponding scenario is shown in Fig. 3.26: From the receiver’s viewpoint, the red link (a
triple reflection) originates from VTXabab. This virtual transmitter is created by the transmitter
being reflected four times in the facing surfaces28. Because the last reflection was in surface B,
the VTX is linked to this surface and the only requirement to activate the VTX is that the link
VTXabab→RX passes surface B, which it does. As a consequence, the VTX is active even though
it would not be there in reality because the necessary reflection in surface A is not possible.

!

VTXVTXVTX VTX

TXa ababa abab

RX b abba

A B

Figure 3.26: Limitations of VTX model when transmitter (TX) and receiver (RX) are placed between two
reflecting walls of different width.

Regardless of its limitations, the deterministic small-scale model was of great value in the mod-
eling of UHF RFID channels due to their predominantly deterministic nature, cf. Section 2.3.
An example VTX and surface setup is shown in Fig. 3.27. This simulation setup has been used
to simulate the warehouse portal in the ASC, see Section 2.3.3.

Figure 3.27: Simulation setup for the portal environment (cf. Section 2.3.3) with double reflections. Shown
are surfaces (gate, walls, floor, ceiling), TX1 and its set of VTX (blue), TX2 and its set of
VTX (green), as well as receivers (orange). Darker surfaces and VTX have higher gain factors
(stronger reflection).

28 TX reflected in surface A → VTXa reflected in B → VTXab reflected in A → VTXaba ... → VTXabab
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3.4.3 Statistical Small-Scale Model

Theoretical Background

Statistical parts of the multipath channel are implemented via a sampled version of an expo-
nentially decaying continuous short-range indoor wireless average power-delay-profile [2]. The
APDP of this model is defined by [2]

ψ(τ) =





0 τ < 0

ρ2δ(τ) τ = 0

Πe−γτ τ > 0

, (3.12)

where τ is the delay, ρ2 is the LOS power, δ(τ) is the Dirac delta, and Π is the NLOS power
density. As the overall gain and the LOS delay are handled by the large-scale model, the APDP
is normalized to an LOS delay of τLOS = 0 and to unit power,

PLOS+NLOS =

∫ ∞

−∞
ψ(τ)dτ = ρ2 +

Π

γ
= 1. (3.13)

K-factor and RMS delay spread of this APDP are

KLOS =
PLOS

PNLOS
=

ρ∫∞
−∞ ψ(τ)dτ − ρ

=
ρ2γ

Π
(3.14)

and

τRMS =

√√√√
∫∞
−∞ τ2ψ(τ)dτ
∫∞
−∞ ψ(τ)dτ

−
(∫∞

−∞ τψ(τ)dτ
∫∞
−∞ ψ(τ)dτ

)2

=

√
Π(Π + 2γρ2)

γ2(Π + γρ2)2
=

1

γ
·
√

2KLOS + 1

KLOS + 1
(3.15)

respectively, cf. [2]. For simulation purposes, a truncation of the APDP to a maximum delay
τmax is necessary in order to allow implementation. Naturally, the truncated APDP has a slightly
higher K-factor,

KLOS,trunc. :=
ρ∫ τmax

−∞ ψ(τ)dτ − ρ
=

ρ2γ

Π(1 − e−γτmax)
, (3.16)

and also a slightly smaller RMS delay spread,

τRMS,trunc. :=

√√√√
∫ τmax

−∞ τ2ψ(τ)dτ
∫ τmax

−∞ ψ(τ)dτ
−
(∫ τmax

−∞ τψ(τ)dτ
∫ τmax

−∞ ψ(τ)dτ

)2

=

√
Π(Π + e2γτmax(Π + 2γρ2) − eγτmax(2(Π + γρ2) + γ2τmax(2ρ2 + τmax(Π + γρ2))))

γ2(Π − eγτmax(Π + γρ2))2
.

(3.17)

Sampling is done by replacing a given range in the NLOS power density by a bin at the range’s
center of gravity τ̃ , as illustrated in Fig. 3.28. The sampled model thus concentrates the power
of a theoretically infinite number of physical paths to one bin (tap) in the sampled model. The
LOS-component at τ̃0 = 0 has a power-level of P̃0 = ρ2, while the i-th NLOS-component has a
power level of

P̃i :=

∫ τi+1

τi

ψ(τ)dτ =
Π

γ

(
e−γτi − e−γτi+1

)
i = 1, 2, ... (3.18)
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Figure 3.28: Small-scale model: discretization of the average power-delay-profile.

and is located at a delay of

τ̃i :=

∫ τi+1

τi
τψ(τ)dτ

∫ τi+1

τi
ψ(τ)dτ

=
e−τiγ(τi+1γ + 1) − e−τi+1γ(τiγ + 1)

γ · (e−τiγ + e−τi+1γ)
i = 1, 2, ... (3.19)

A major problem with this approach is the tap spacing between τ̃0 (LOS) and τ̃1 (first NLOS).
This spacing is smaller than all other spacings, as can be seen in Fig. 3.28. This prevents
equidistant spacing of the channel taps, which would be simpler to handle and which is also
more efficient, since the required sampling frequency is determinded by the smallest spacing.

Individual channel impulse responses are finally generated from this sampled APDP by re-
placing the created bins with independent Gaussian random variables (RVs), where the variance
of each RV is taken from the corresponding bin of the APDP. This reflects two basic assump-
tions: The Gaussianity implies that each channel tap is created by a high number of physical
paths. Under this assumption, the distribution of the generated tap is Gaussian regardless of the
distribution of the physical paths due to the central limit theorem [146,192]. Uncorrelatedness
between paths, which automatically implies independence for Gaussian RVs, essentially occurs
if there are no deterministic paths and is commonly referred to as uncorrelated scattering (US)
[141, p. 103], [221, 222]. Due to the fact that deterministic reflections are handled by different
functions of the simulator (cf. Section 3.4.2), this is a reasonable assumption for the purely
stochastic small-scale model.

Implementation

The function channel small takes KLOS and τRMS along with associated maximum relative
errors εK and ετ , as well as the one-sided channel bandwidth B and the minimum frequency
resolution fres. It calculates and returns one or more CIRs featuring these parameters (on
average) along with calculated statistics. The function works in three steps: calculation of
necessary parameters (power levels, delays, number of taps, ...), creation of the (deterministic)
APDP, and creation of an arbitrary number of CIRs by randomization of the APDP.

Step 1 – Calculation of Parameters: First, the parameters of the continuous APDP are
calculated according to [2], with PLOS+NLOS = P0 = 1:

Π =
γ

KLOS + 1
(3.20)

γ =
1

τRMS
·
√

2KLOS + 1

KLOS + 1
(3.21)

ρ2 =
KLOS

KLOS + 1
(3.22)
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As a next step, the required maximum delay τmax is calculated. This delay depends on the
frequency resolution fres as well as the tolerable errors forKLOS and τRMS, εK and ετ respectively.
The first lower bound for τmax is taken from the LOS K-factor. Inserting εK into (3.16) and
solving for τmax leads to

KLOS,trunc := KLOS (1 + εK) ⇒ τmax,K = −1

γ
· ln
(

εK
εK + 1

)
. (3.23)

Solving (3.17) in a similar fashion, thus calculating the bound for τRMS and ετ , is unfortunately
not possible. It can be shown, however, that the relative error for the RMS delay spread,

ετ :=
τRMS − τRMS,trunc

τRMS
, (3.24)

for τmax = τmax,K does not depend on τRMS and is furthermore bounded by

ετ |KLOS→∞ ≤ ετ ≤ ετ |KLOS→0 (3.25)

with

ετ |KLOS→∞ = 1 −

√√√√2 + εK ln
(
1 + 1

εK

)(
2 + ln

(
εK

εK+1

))

2(1 + εK)
(3.26)

and

ετ |KLOS→0 = 1 −
√

1 − εK(1 + εK) ·
[
ln

(
εK

εK + 1

)]2

. (3.27)

This is done by evaluating (3.24) and (3.17) for τmax = τmax,K and substituting (3.20)–(3.22).
The result is shown in Fig. 3.29 for comparison. The implementation inverts an approximation
of the upper bound of ετ ,

ετ |KLOS→0 ≈ 3 · ε
1√
2

K , (3.28)

which is roughly valid for 10−4 ≤ εK ≤ 10−2, cf. Fig. 3.29(b). This approximation is used in
combination with (3.23) in order to obtain the second bound for τmax,

τmax,τ = − 1

γ
· ln
(

εK
εK + 1

)∣∣∣∣
εK=(ετ /3)

√
2

=
1

γ
ln
(
1 + 3

√
2ε−

√
2

τ

)
. (3.29)
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Finally, the maximum delay is also bounded by the necessary frequency resolution via

τmax,f =
1

fres
· NCT − 1

NCT
, (3.30)

where NCT is the number of channel taps (bins of the APDP) and is calculated by

NCT =

⌈
2B

fres

⌉
+ 1. (3.31)

Combining these requirements, we obtain

τmax := max (τmax,K , τmax,τ , τmax,f ) (3.32)

as lower bound for the maximum delay in order to reach fres, εK , and also (approximately) ετ .
The maximum delay also has a theoretical upper bound created by the numerical accuracy in
the calculation of (3.18) and (3.19). This bound, however, is of no practical relevance in the
implementation (double-precision float).

Step 2 – Creation of the APDP: The sampling of the continuous APDP is done according
to (3.18) and (3.19) for equidistantly spaced τi. The function subsequently checks K-factor and
RMS delay spread of the sampled APDP. If the relative error of the delay spread does not meet
ετ , the function increases the number of taps. Moreover, if the bins are packed too densely,
τmax is also increased. This is done iteratively until either ετ is met or a maximum number of
iterations is reached.

Step 3 – Creation of CIR(s) from the APDP: The CIR(s) are then created from the
APDP by randomizing amplitudes and delays of the NLOS part, as illustrated in Fig. 3.30. The
taps are replaced by zero-mean Gaussian random variables with amplitude

Ãi ∼ N (0, P̃i) i = 1, 2, ..., NCT, (3.33)

and their position is shifted uniformly within a delay interval of ±∆τ . The randomization of
the delay-axis mitigates the impact of its discretization on frequency correlation, especially for
near-critical sampling. Naturally, this randomization may not exchange taps, i.e.,

∆τ < min(τ̃i − τ̃i−1) ∀ i = 1, 2, ..., NCT. (3.34)

delay τeτ0

eA0 =

q
eP0

eP1

eP2

eP3

eP4 eP5 eP6

eA1

eA2

eA3

eA4

eA5

eA6

∼ N (0, eP6)

∼ U(−∆τ,∆τ)

LOS NLOS

Figure 3.30: Small-scale model: randomization of the average power-delay-profile in order to create inde-
pendent channel impulse responses.
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Analysis of the Results

The implemented sampling optimizes KLOS and τRMS, which are wideband parameters of the
APDP. Narrowband parameters, i.e., correlations between narrowband signals, are not explicitly
considered in the creation of the CIRs. Nonetheless, these correlations are a vital parameter in
narrowband ranging methods, cf. Section 4.2.

Cross-covariances at a frequency spacing equal to the set bandwidth (∆f = B) are shown in
Fig. 3.31 for several combinations of KLOS and τRMS, while Fig. 3.32 presents correlations over
frequency for NLOS scenarios. The settings for the presented results have been chosen deliber-
ately near to critical sampling, with a sampling frequency of fs = 1.5GHz and bandwidths of up
to ±500MHz around a center-frequency of 1GHz. Theoretical values for the cross-covariances
are taken from the spaced-frequency covariance function29 of the APDP [2],

Φ(∆f) := F{E{h(t)h(t − τ)∗} − E{h(t)}E{h(t)}∗} = F
{
ψ(τ)

}
−F{E{h(t)}}2

=
Π

γ + 2π∆f
,

(3.35)

where F{·} denotes the Fourier transform τ�∆f . As with any sampling, the resulting CIRs
have asymptotically correct statistics for a high number of taps. This is especially true for the
narrowband statistics and puts a lower bound on the number of taps for B ≈ fres.
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Figure 3.31: Resulting number of paths and narrowband correlation for a range of KLOS and τRMS.

−1.5 −1 −0.5 0 0.5 1 1.5

0.4

0.5

0.6

0.7

0.8

0.9

K
LOS

=−15.0(−15)dB,  τ
RMS

=50(50)ns,  B=26(5)MHz,  f
res

=1.1(1)MHz

∆f / B

|c
o
v
a
r|

 @
 ∆

f

 

 
theory

estimate

± f
res

 (set)

(a) low bandwidth, B = 5MHz, NCT = 48

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

K
LOS

=−15.0(−15)dB,  τ
RMS

=50(50)ns,  B=500(500)MHz,  f
res

=1.0(1)MHz

∆f / B

|c
o
v
a
r|

 @
 ∆

f

 

 
theory

estimate

± f
res

 (set)

(b) high bandwidth, B = 500 MHz, NCT = 1001

Figure 3.32: Narrowband correlations, NLOS scenario (values in brackets are the original user settings).
The function prioritizes KLOS and τRMS over B and fres; see Important Remarks below.

29 cf. (time-)frequency correlation function, [141, p. 106], [221,222]
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Important Remarks

• The implemented small-scale model is a short-range indoor model. As a consequence, it
does not work well for combinations of KLOS and τRMS that are highly unlikely in indoor
environments, such as KLOS = 20dB in combination with τRMS = 50ns.

• Narrowband correlations are only asymptotically correct for a large number of taps (NCT),
i.e., for fs/2 ≫ B ≫ fres (see above). They are quite delicate and should be double-checked
even after minor changes in the behavior of channel_small.

• The function generally prioritizes KLOS and τRMS over B and fres.
◦ Most of the time the number of taps has to be increased in order to reach ετ , so

the channel bandwidth B is typically higher than is required by the setting. A high
tolerable error for the RMS delay spread should be chosen if the number of taps and
thus computational performance is an important consideration.

◦ For the same reason, the frequency resolution (fres) can be slightly off for a small
number of taps, cf. (3.30).

• The function provides a struct with statistics and warnings along with the generated
impulse response(s). Users should check these values before using the created CIR(s). It
cannot be guaranteed that the settings, including KLOS and τRMS, are met.

3.4.4 Bringing Everything Together

The above models are controlled by and combined in the main channel function, channel main.
This function assembles the individual CIRs between transmitters and receivers and calculates
the output signals as shown in Fig. 3.33.

Assembly of CIR:
add LOS add surface reflections

add stochastic
NLOS part

h(τ)h(τ)h(τ)

τττ

‘outdoor’

‘room’

from (V)TX

to RX

filter

+

LOS component det. small-scale (surfaces) stoch. small-scale (PDP)

VTX: covered?

LOS gain/delay
(channel large)

LOS gain/delay
(channel large)

large-scale gain/delay
(channel large)

LOS directivity gain
(channel directivity)

LOS directivity gain
(channel directivity)

directivity gain
(channel directivity)

additive white noise
(channel noise.m)

small-scale model
(channel small)

transmission coefficient
(channel surface)

reflection coefficient
(channel surface)

Figure 3.33: Functionality of channel main for a channel between one transmitter and one receiver.

The process of assembling a CIR is started with the LOS component, which incorporates large-
scale gain and delay, directivity gains of receiver and transmitter, and a transmission coefficient
for all surfaces through which the LOS path passes. Alternatively, the large-scale model can be
replaced by directly setting the large-scale gain and delay. This is useful for the feedback channel
in monostatic setups, where there is no explicit LOS component. Next, specular reflections in
surfaces are added. These components of the CIR incorporate gain and delay of the reflected
component (large-scale model), directivity gains, and the surface reflection coefficients. As a
last step, the stochastic channel components are created and added to the CIR. These final
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components are created by the small-scale model and are scaled and shifted by the LOS gain
and delay before adding them to the CIR. Optionally, the LOS directivity gain can also be
applied to the stochastic NLOS part. This setting, ‘outdoor’, is the long-range setting and
assumes that scattered reflections are mostly generated in the vicinity of the receiver and thus
subject to the transmitter’s LOS directivity. For UHF RFID, the ‘room’ setting (indoor short-
range) is more appropriate. In this mode, the scattered components created by the small-scale
model are not influenced by the gain patterns of transmitter and receiver.

A channel involving a virtual transmitter (VTX) is treated in a slightly different manner.
Reflections from surfaces marked as “covered by a VTX” are switched off if the transmitter
is virtual. This prevents the addition of reflections of a VTX in surfaces that took part in
its creation, which would map the reflection to an already existing reflection or transmitter.
Moreover, VTX with a linked surface are only considered if the link condition is met (see
Section 3.4.2). Finally, VTX are always in the long-range ‘outdoor’ mode, since clusters are a
directional phenomenon and thus subject to directivity patterns.

Note that there is a general limitation regarding shadowing by surfaces (transmission model):
only the direct path between transmitter and receiver is influenced by surfaces in transmission
mode. Indirect components are thus not affected by surfaces. A surface behind another should
therefore always be modeled with virtual transmitters. Complete shielding is not supported.

Output (received) signals are calculated by summing the signals from all transmitters after
filtering them by the respective CIRs. As the created CIRs are typically sparse vectors (i.e.,
consisting of a small number of distinct bins with large gaps between them), filtering is performed
by a straightforward tapped delay line structure. If a CIR is not sparse, filtering is performed
using Matlab’s filter command. The sparsity threshold below which filter is preferred
depends on the host machine and is determined by syschar sparsefir (characteristic, see
Appendix C).

In addition to the received signals, channel main also provides channel statistics, including
the CIR for each connection. These statistics are used in the ‘UWB field probe mode’ of the
gate simulation, cf. Section 3.1.4.
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3.5 A Quick Tutorial

3.5.1 Where to find...

The main startup scripts defining scenarios and initializing the simulator are located in the
simulator/main subdirectory. The 3-D simulator used in the tutorial below is started by
mfcw_gate3d.m. Characteristics generators can be found in the characteristics directory of
the framework, while the main self-test script can be found in the simulator directory.

Global settings like the verbosity level in logging or buffer settings are defined in globalinit.m,
located in the root directory. This function also contains the email address that is contacted if
an error occurs during a simulation. The second file in this directory, collect_changelogs.m,
collects version information, changelogs, and to-do lists of all modified files and provides the
corresponding commit command for subversion (SVN).

The full directory structure with short descriptions of the contents is listed in Tab. 3.3:

characteristics Characteristics files and generators. Most simulator characteristics (*char*) are calcu-
lated out of external data (meas*).

channel channelchar_*; antenna directivity data (gain patterns)

reader readerchar_*; power amplifier gain characteristic

system syschar_*; speed characteristics for the host (use syschar_sparsefir.m to generate)

tag tagchar_*; tag modulator, demodulator, and power supply characteristics

tagmod tagchar_modulator_*; tag reflection coefficient data

concepts Strictly speaking not a part of the framework. Contains a theory simulator for MFCW.

core Basic framework; version control, exception handling, and control flow.

external External and plot helper functions.

simulator Main simulator directory. Contains the main self-test script, selftest_main.m, as well
as the simulator functions, sim_*.

channel channel model subfunctions

main start scripts for simulator functions

other small helper and data conversion functions used exclusively by simulator functions

ranging ranging algorithms and functions (signal generation and analysis)

reader reader model subfunctions

selftest Self-test functions. All tests use random setups generated along with expected results by
results_*. Actual testing is done by test_* functions. Do not modify these files unless
you are absolutely sure you know what you are doing. Carefully check expected results!

tag tag model subfunctions

Table 3.3: Directory structure of the PARIS Simulation Framework.

3.5.2 Example Simulation Setup

This section contains a short tutorial on how simulation setups are created for the PARIS
framework. The setup in Fig. 3.34 serves as an example for this purpose. This setup resembles
a loading bay for trucks, where tags move through a portal (along y) and are registered by the
portal readers in the process. The ceiling is non-reflective in this example and has thus been
removed for simplicity. This tutorial example is also included in the framework (mfcw_gate3d.m,
rev. beta 3.0).

We will start by evaluating the environment: The setup allows for four single reflections per
reader (floor and all walls), two groups of double reflections (floor-walls and wall-wall in the left
corner), and one group of triple reflections (floor-wall-wall in the left corner). Reader and tag
setup in this example are quite straightforward, as is the definition of the surfaces. We will thus
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Figure 3.34: Tutorial example — a portal behind a door (reader positions are marked red, areas of possible
tag movement are marked by a light blue).

focus on the creation of virtual transmitters. The vital parts of the corresponding Matlab code
are shown in Listing 3.1. This part is discussed in the following paragraphs. Feel free also to
look up the full code in mfcw_gate3d.m.

1 % create a template VTX pool

2 settings .vtxpool = replicate (create_stdrdr (settings .specials .probemode , 1), settings .readerpool .n);

3 % [REMOVED: configure VTX like TX and link them to the originating TX]

4
5 % wall1 -wall2

6 settings .readerpool = add2pool (settings .readerpool , settings .vtxpool);

7 for i = settings .readerpool .n - settings .vtxpool.n + 1 : settings .readerpool .n

8 % mirror

9 settings .readerpool = mirror_obj (settings .readerpool , i, settings .channel_global .surfaces .wall1 );

10 settings .readerpool = mirror_obj (settings .readerpool , i, settings .channel_global .surfaces .wall2 );

11 % complete VTX setup [REMOVED: set gain factor and reflection number]

12 settings .readerpool .virt_surf {i} = ’wall2 ’; % has to pass the side wall (smaller than wall1 )

13 end

14
15 % floor -wall *

16 % every reflection from now on includes floor => mirror entire vtxpool in floor

17 for i = 1 : settings .vtxpool.n

18 settings .vtxpool = mirror_obj (settings .vtxpool , i, settings .channel_global .surfaces .floor );

19 end

20 % mirror in walls

21 for s = {’wall1 ’, ’wall2 ’, ’wall3 ’}

22 settings .readerpool = add2pool (settings .readerpool , settings .vtxpool);

23 % mirror

24 for i = settings .readerpool .n - settings .vtxpool.n + 1 : settings .readerpool .n

25 settings .readerpool = mirror_obj (settings .readerpool , i,

settings .channel_global .surfaces .(cell2mat (s)));

26 % complete VTX setup [REMOVED: set gain factor and reflection number]

27 settings .readerpool .virt_surf {i} = cell2mat (s); % link to wall

28 end

29 end

30 % floor -wall1 -wall2 (copied from above )

31 settings .readerpool = add2pool (settings .readerpool , settings .vtxpool);

32 for i = settings .readerpool .n - settings .vtxpool.n + 1 : settings .readerpool .n

33 % mirror

34 settings .readerpool = mirror_obj (settings .readerpool , i, settings .channel_global .surfaces .wall1 );

35 settings .readerpool = mirror_obj (settings .readerpool , i, settings .channel_global .surfaces .wall2 );

36 % complete VTX setup [REMOVED: set gain factor and reflection number]

37 settings .readerpool .virt_surf {i} = ’wall2 ’;

38 end

Listing 3.1: Creating virtual transmitters for this tutorial example: corresponding Matlab code.

It is often useful to define a template pool with virtual transmitters that are already linked
to their respective transmitters and properly configured. Such a template can be manipulated
as needed in order to create the entire set of VTX, as done with vtxpool30 in this example. For
the first cluster of double reflections, vtxpool is appended to the list of readers (readerpool)
and subsequently mirrored in wall1 and wall2 using mirror_obj(), a function provided by
the framework. The virtual transmitters in this cluster are linked to wall2 in order to activate
them only if the corresponding reflection is possible. wall2 is preferred over wall1 here because
the former ends inside the setup and because tag positions can be on both sides of wall2.

30 vtxpool is short for settings.vtxpool, readerpool for settings.readerpool, wall2 is short for
settings.channel global.surfaces.wall2, and so on.
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Merely linking the virtual transmitters to wall2 is not enough, however, as can be seen in
Fig. 3.35. Obviously, the links to both receivers are geometrically possible reflections, but only
the link TX→RX1 passes wall2. A simple trick corrects this problem: Even though the link to
RX2 does not pass the original wall, it passes the reflection of wall2 in wall1. Hence only the
extension of wall2 is required to include this reflection and keep the model valid. The same is
done for the floor reflections.

TX

RX1

RX2

VTX (linked to wall2)

w
a
l
l
1

wall2?

(a) link to RX2 does not pass the linked surface

TX

RX1

RX2

VTX (linked to wall2)

w
a
l
l
1

wall2

wall2 mirrored
in wall1

(b) extending the linked surface

Figure 3.35: Possible problem in modeling double reflections with linked virtual transmitters.

This concludes the modeling of the double reflection in the lower left corner. All the remaining
clusters include the floor reflection. Consequently, the entire pool of virtual transmitters is
mirrored in the floor (lines 17−19 in Listing 3.1) before the remaining VTX are created using
the same method as described above.

The final setup is shown in Fig. 3.36. The readers in these images are represented by their gain
patterns. A brighter gain pattern for virtual transmitters indicates a lower transmit power, i.e.,
a weaker reflection. The orange curve passing through the gate is the tag movement—possibly
a tagged bumblebee in this example. Note that all walls have been extended to below the floor
level, and that wall2 also includes its mirror image in wall1. Note further that the lower left
group of VTX in Fig. 3.36(b) consists of two groups of four VTX each, created by floor-wall
reflections involving wall2 and wall3, respectively. Even though these two groups of reflections
share their VTX-locations, they are different reflections and the corresponding VTX are linked
to two different surfaces.
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(a)

(b)

Figure 3.36: Final simulator setup from two different points of view (orange curve is the tag movement).
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4
Narrowband UHF RFID Tag Localization

EPCglobal Class-1 Generation-2 UHF RFID [1] is a classical narrowband system, with
channel bandwidths in the range of 1MHz. Apart from the EPC standard, a complex
set of local regulations exists governing allocated bands, transmit power levels, and
behavioral issues such as “reader-talks-first”. The system is defined for identification
only; tag localization is not an intended functionality of Gen-2. Nonetheless, as large-
scale deployment of the system began and false positive reads increasingly corrupted
inventories and inadvertently triggered false alarms in article surveillance systems,
localization became a focus of research. Scientists and engineers all over the world
started to work on methods to localize UHF RFID tags. Since the entire system
design and signaling scheme is narrowband, a narrowband localization method seems
the most obvious choice.

This chapter starts with an overview of narrowband localization methods in Section 4.1,
including a feasibility study in light of the requirements stated in the introduction to
this thesis. Section 4.2 focuses on continuous-wave radar using multiple carriers, a
method that is potentially able to provide the speed and location of a (semi-)passive
UHF RFID tag in classical UHF RFID scenarios. This section covers the basic working
principles, theoretical derivations, a discussion of error sources, simulation-based per-
formance analyses, and measurements inside a UHF RFID warehouse portal. Finally,
a summary is provided in Section 4.3.
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4.1 Concepts, Overview, and State-of-the-Art
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Figure 4.1: Narrowband localization methods (Reader antenna: courtesy of Intermec Technologies).

Fig. 4.1 illustrates the four most common narrowband localization methods, ranging from
received signal strength measurements through array processing and time-domain phase mea-
surements to phase-based ranging approaches in the frequency domain. A discussion of the
spatial-, time-, and frequency-domain methods can also be found in [35].

Measuring the received signal strength (RSS), as shown in Fig. 4.1(a), is likely the simplest
method. Unfortunately, it is also the least accurate, since narrowband signals experience high
levels of fading caused by multipath propagation. Fig. 4.2 shows the receive power at the
tag inside a UHF RFID portal. Note that the receive power changes by 20 dB within a few
centimeters even inside the portal. This fading corresponds to a factor of ten in terms of
distance (doubling the distances increases the attenuation by 6dB). Consequently, RSS-based
narrowband localization is not a feasible option.

Figure 4.2: Measured (incident) receive power distribution [dBm] at the tag for the portal with metal back-
planes (see Section 2.3.3). The orange transmitter array on the right-hand side is active.
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Beamforming and array processing is the current method of choice for localization in UHF
RFID, cf. Fig. 4.1(b). The signal backscattered by the tag is recorded by several reader antennas
connected to the same reader device. The time delay between the observations can be used to
determine the angle of arrival (AoA, a.k.a. direction of arrival, DoA) of the received signal
[223]. Several algorithms have been proposed to solve this problem. MUSIC (MUltiple SIgnal
Classification) and its derivatives are among the most popular, see [53,58].

The principle of AoA measurements can also be applied to the transmitter side. Instead of
receiving time-shifted signals, the transmitted signal is deliberately delayed at some antennas,
thus transmitting the signal in a certain direction. More precisely, the gain pattern of the entire
array can be shaped and directed using controllable phase shifts at each antenna input [60].
Such phased arrays can therefore be used to scan an area, similar to radar. This is, for example,
done by the US company RF Controls, changing the mode of operation “from nodal (portal) to
zonal monitoring, covering a wide area (or volume) using strategically placed integrated antenna
arrays”31 .

Continuous phase measurements in the constellation diagram are used by the time-domain
method in Fig. 4.1(c) to determine the radial velocity (vr) of a tag relative to the reader antenna
[46]. This method essentially determines the Doppler shift caused by the moving tag, cf. [47,48].
The position of the tag can be inferred in post-processing by using zero crossings of the radial
velocity from several (synchronized) reader positions. Even though this method is not practicable
for localization in most real-world scenarios (a tag needs to move and be queried continuously
to obtain its position), it is currently used to determine whether a tag is moving, cf. [49].

The last group of methods, shown in Fig. 4.1(d), uses phase estimates at different frequencies
rather than in time or space. Three possibilities arise: frequency modulation of the carrier,
transmission of several carriers, or frequency hopping.

Frequency modulation ranging – commonly referred to as frequency-modulation continuous-
wave (FMCW) radar – works by transmitting a chirped carrier. Since in the ideal case the
received signal is merely a delayed version of the transmitted signal, a frequency offset can be
observed at the transmitter between the currently transmitted and the received signal. The
range to the backscattering target is calculated from this frequency offset [73,78].

Transmitting several carriers is another option to determine the range in the frequency domain.
Since a constant time delay leads to different phase shifts for carriers at different frequencies,
a comparison of the phase shifts between the received carriers can be used to determine the
range to the backscattering tag [224]. This method (multi-frequency continuous-wave radar,
MFCW) is discussed in detail in Section 4.2. Frequency hopping instead of parallel transmission
of carriers can also be employed in time-invariant environments.

On the Feasibility of Different Narrowband Ranging/Localization Methods

Among the methods presented above, receive power-based ranging from a single reader antenna
is likely the most inaccurate (see description above). Narrowband RSS-based ranging has thus
been discarded as a viable standalone option for the ranging problem. Nonetheless, the received
signal’s amplitude can be used in other methods, for example in a weighted combining of carrier
phases.

Antenna arrays, i.e., AoA-based methods, are currently the most accurate option but come
at the price of large and expensive arrays. Fig. 4.3 shows images of a direction finding system
developed at Louvain University of Technology (MUSIC-based AoA with parallel receivers [53]).
Reported accuracies are in the range of 3 °, which translates to roughly ±25 cm at a range of 5m.
However, this assumes a dominant direct path. Like any narrowband system, AoA approaches

31 http://www.rf-controls.com/, overview description of RF Controls’ ITCS (March 20, 2011)
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are prone to lock onto a reflection if the LOS is attenuated or blocked. Consequently, several
arrays have to be used in order to robustly determine the location of a tag. This increases
costs and space requirements tremendously. Beamsteering techniques (as used by RF Controls)
additionally come at the cost of a high detection time for a tag at an unknown position, since
the array has to scan the entire volume if no prior information is available. Depending on the
beam width, this may take up to several seconds for a single tag.

These properties of AoA approaches conflict with the maximum target detection time defined
for this thesis project (millisecond range) and its aim of read zone management in portal and
portal-like applications (tight space constraints due to parallel portals). Beamsteering and other
AoA approaches were thus discarded at an early stage of the project32.

(a) antenna array (b) direction finding in a warehouse

Figure 4.3: Photographs of an antenna array used for UHF RFID tag localization. Hislop et. al., “A
prototype 2D direction finding system with passive RFID tags”, EuCAP 2010. (©2010 IEEE, [53]).

Also the time-domain approach is not directly applicable as a ranging method, since a tag
would have to move and be queried constantly in order to locate it. Moreover, the tag position
can only be determined in post-processing. The radial velocities can, on the other hand, be used
as an input to tracking algorithms (see Section 4.3).

Frequency-domain methods are able to determine the range (and speed) of the tag using a
single communication with the tag. Unfortunately, they also use a resource that is scarce and
subject to regulation: radio spectrum.

Narrowband FMCW ranging has been discarded because it lacks the required target detection
speed. Following [73, eq. 9], a sweep bandwidth of BFM = 1.2MHz within a sweep time of
TFM = 1ms (single sweep within the maximum target detection time) leads to a frequency offset
of

∆fLOS,FM =
4BFM

c TFM
= 16Hz/m. (4.1)

This frequency offset is impossible to detect robustly within TFM = 1ms, since the available
frequency resolution of the corresponding spectrum is

fres =
fs

NFFT
=

fs

TFM · fs
=

1

TFM
= 1kHz, (4.2)

32 in retrospect and considering the zonal monitoring concept, unjustly so
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where fs is the sampling frequency and NFFT is the fast Fourier transform (FFT) window size
in samples. Super-resolution methods surpassing (4.2) are available [225], but require low noise
levels and are vulnerable to dense multipath propagation.

A sweep time of at least 62.5ms is necessary to range a tag at 1m distance in the above exam-
ple. Note that this sweep already violates the spectral masks defined by the Gen-2 standard [1].
Making the system even more narrowband, i.e., lowering the sweep bandwidth BFM, will further
reduce ∆fLOS,FM, thus making even longer sweep times necessary. Wideband FMCW ranging,
on the other hand, is a viable option and is discussed in detail in Chapter 5. Section 5.1.2 also
contains a more detailed explanation of the FMCW ranging principle, including an explanation
of (4.1).

4.2 Multi-Frequency Continuous-Wave Ranging

4.2.1 Concepts and Theory
parts of this section have been published in [135]

Basic Principles of Phase-Based Continuous-Wave Radar

The principle of continuous-wave (CW) radar with two carriers is illustrated in Fig. 4.4. The
phase shift between two carriers with slightly different frequencies increases with distance from
the transmitter. If transmitter and receiver are synchronized33, i.e., if the receiver knows the

TX

d

0 cm 30 cm 60 cm 90 cm 120 cm

f1 = 1 GHz f2 = 1.1 GHz

Figure 4.4: Basic principle of operation of two-frequency continuous-wave radar: phase shift between two
carriers observed at different distances from the transmitter (TX).

phase shift between the transmitted carriers at the exact instant it receives the signal, the
distance between both units can be calculated [224]. This distance estimate is based on the
phase difference introduced by the channel, ϕ2 − ϕ1:

dLOS = − c

2π
· ϕ2 − ϕ1

f2 − f1
= − c

2π
· ∆ϕ

∆f
= −c · ∆ϕ

∆ω
(4.3)

In this calculation c is the speed of light, ∆ϕ is the phase difference between the carriers
in radians, and ∆f is the frequency offset (beat frequency). Note that (4.3) contains a secant
approximation of the group delay, τgrp(ω) = − ∂ϕ(ω)/∂ω. CW radar is thus based on a direct
estimate of the channel’s group delay.

The backscatter property of the system, however, also has major drawbacks for phase-based
CW ranging. First and foremost, the degenerate nature of backscatter channels introduces
large (randomly) frequency-dependent phase shifts (→ τgrp(ω); see Section 2.2.3). Secondly, the
tag reflection coefficient’s frequency dependence also introduces different phase shifts for each

33 No special synchronization is necessary between transmitter and receiver for backscatter systems like UHF
RFID, since transmitter and receiver are both located in the reader.
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carrier, as illustrated in Fig. 4.5. Since this changes the phase relation between the carriers, the
differential tag phase shift translates directly to a bias of the estimated distance.

PSfrag

TX tag RX

f1 = 1 GHz

f2 = 1.1 GHz

d

initial phase shift final phase shiftphase shift
introduced by the tag

Figure 4.5: Effect of a frequency-dependent reflector (tag) in the signal path for two-frequency continuous-
wave radar.

An example spectrum for 4-carrier continuous-wave radar (4FCW) is shown in Fig. 4.6. The
powerful carrier at fc supplies the tag with energy and is used to send commands to the tag
(standard UHF RFID functionality). All additional carriers have considerably less power in
order to avoid creating an overall envelope a tag might mistake for a reader command. These
carriers can for example be placed in free channels in the UHF RFID band, the 2.45GHz ISM
band, or any other frequency range, provided that the tag is able to modulate in this band (see
Chapter 5).

fc f1 f2 f3

tag modulation sideband

RFID channels

energy carrier
(Gen-2, optional ranging)

additional ranging carriers
(significantly less powerful)

f

Figure 4.6: Spectrum of the received MFCW signal for four carriers placed in UHF RFID channels.

Apart from the carriers, the received signal also contains the modulation sidebands created
by the tag’s backscatter modulation. The distance information is embedded in these sidebands
for the modulating tag.

In order to extract the distance information, the reader dissects the spectrum after reception.
Fig. 4.7 shows a block diagram of transmitter and receiver for multi-frequency continuous-
wave ranging. The MFCW signal is digitally generated in the baseband and modulated onto
the energy carrier (fc) after digital to analog conversion. The resulting baseband signal is
subsequently amplified, filtered, and transmitted.

After transmission, the bulk of the signal travels over the feedback channel directly to the
receiver. Only the part that travels via the tag is modulated. The signal received at the reader
is thus composed of the unmodulated direct feedback as well as the modulated tag backscatter.
This signal is filtered, amplified, demodulated, and sampled. The resulting spectrum contains
all carriers as well as their tag modulation sidebands. Complex amplitudes for the fundamental
frequencies of upper and lower sidebands are extracted by digital filters. This is done after down-
converting the signal with each carrier frequency fi in order to simplify the filter design. Fig. 4.7
shows this process for a periodic rectangular modulation for simplicity. Adding another down-
conversion with the tag reply allows for arbitrary tag modulation signals (e.g., the electronic
product code, EPC).
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Figure 4.7: Block diagram of multi-frequency continuous-wave ranging (MFCW).

Analysis of Multi-Frequency Continuous-Wave (Backscatter) Ranging

The derivations below have been copied from our publication [135], but use a slightly modified
notation and also neglect noise (insignificant compared to multipath propagation; see [135]).
They are based on the signal model and the linear reflection coefficient model shown in Fig. 4.8,
and are done in the complex baseband. Details of the tag reflection coefficient, including the
linearized model, can be found in Section 3.3.1. The entire derivation assumes short-time sta-
tionarity.

H1(ωi)

→ Hi

H2(ωi)

→ Hi

ρ(ωi, Pav, sm(t), ...)

→ ρ̄i, ∆ρi

K(ωi)

→ Ki

G(ωi)

→ Gi

s1(t) s2(t)

s3(t)s4(t)s5(t)s6(t)
sK(t)

sm(t)
+

(a) used signal model (cf. Fig. 2.5(a) and [135, Fig. 2])

Re

Im

0
1

1

ρ̄(ωi, Pav, ...)

∆ρ(ωi, Pav, ...)

∆ρ(ωi, Pav, ...)

unmodulated

modulated

(b) linearized tag reflection coefficient

Figure 4.8: Signal model and linearized tag reflection coefficient model: feedback channel K(ωi), reader↔tag
channels H1(ωi) and H2(ωi), tag reflection coefficient ρ(ωi, Pav, sm, ...) with (artificial) center
value ρ̄(ωi, Pav, ...) and (artificial) difference value ∆ρ(ωi, Pav, ...), reader frontend G(ωi), mod-
ulation signal sm(t), signals s1(t) through s6(t), and feedback signal sK(t); ω is the angular
frequency, t is the time variable, and i is the carrier index.

The transmitted multi-carrier signal s1(t) is composed of Nc carriers at frequency offsets ωi

from the center carrier, with complex amplitudes Ai:

s1(t) :=

Nc∑

i=1

Ai eωit (4.4)

Downlink and uplink channels are assumed to be linear and are modeled by frequency-dependent
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gain factors Hi for the sinusoidal carriers. Hence the incident signal at the tag is

s2(t) =

Nc∑

i=1

AiHi e
ωit. (4.5)

The tag modulation is introduced using the linear model discussed in Section 3.3.1 and shown
in Fig. 4.8(b). The tag backscatter signal for the i-th carrier is calculated via

s3,i(t) = s2,i(t) · (ρ̄i + sm(t) · ∆ρi) , (4.6)

where ρ̄i is the center tag reflection coefficient at the carrier frequency ωi, ∆ρi is the corre-
sponding difference value, and sm(t) is the tag modulation signal. We assume a periodic cosine
modulation34

sm(t) := cos (ωmt+ φm) =
1

2
e(ωmt+φm) +

1

2
e−(ωmt+φm), (4.7)

where ωm is the tag modulation frequency and φm is an arbitrary phase shift, −π ≤ φm < π.
Note that φm is not the phase shift introduced by the tag for each carrier as discussed in the
introduction, but the phase of the modulation waveform. We use the superposition principle to
calculate the tag backscatter signal from (4.6) for all carriers

s3(t) =

Nc∑

i=1

AiHiρ̄i e
ωit+

1

2

Nc∑

i=1

AiHi∆ρi e
((ωi+ωm)t+φm)+

1

2

Nc∑

i=1

AiHi∆ρi e
((ωi−ωm)t−φm). (4.8)

This signal consists of unmodulated components at the carrier frequencies as well as upper and
lower modulation sidebands. It is sent over the uplink channel to the reader as a next step:

s4(t) =

Nc∑

i=1

AiH
2
i ρ̄i e

ωit +
1

2

Nc∑

i=1

AiHiHim∆ρi e
[(ωi+ωm)t+φm]

+
1

2

Nc∑

i=1

AiHiHmi∆ρi e
[(ωi−ωm)t−φm].

(4.9)

The index im here denotes the i-th carrier’s upper sideband (UWB) while the lower sideband
(LSB) index is mi. For example, the channel gain H4m is the gain for the upper sideband of
carrier i = 4. Uplink and downlink channels are assumed to be identical for simplicity, but can
easily be separated in the results.

The signal received at the reader, s5(t), consists of the signal reflected by the tag, s4(t), and
the unmodulated feedback sK(t). The feedback term sK(t) models direct coupling caused by
parasitics and non-ideal devices as well as reflections by the environment. Like up- and downlink
channels, it is decomposed into frequency-dependent gain factors Ki for sinusoidal signals.

sK(t) =
Nc∑

i=1

AiKi eωit (4.10)

Finally, also the reader frontend (combined transmit and receive stage) introduces a frequency-

34 The factor 4/π for the fundamental wave of a rectangular modulation signal can easily be included in the
differential reflection coefficient, ∆ρ. More complex modulation signals are also possible, but would needlessly
complicate these derivations.
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dependent gain factor, denoted G. Hence

s6(t) =

Nc∑

i=1

AiGi

(
Ki +H2

i ρ̄i

)
eωit +

1

2

Nc∑

i=1

AiHiHimGim∆ρi e
[(ωi+ωm)t+φm]

+
1

2

Nc∑

i=1

AiHiHmiGmi∆ρi e
[(ωi−ωm)t−φm].

(4.11)

The frequency components of s6(t) are separated in the receiver by shifting each component
to DC and applying a lowpass filter (direct conversion receiver). The range information, which
is buried in the channel gains in (4.11), is subsequently calculated from these components. In
order to make the range information visible, we extract the deterministic line-of-sight channel
delay τLOS from these gains. For instance,

Him = H̃im e−(ωc+ωi+ωm)τLOS (4.12)

with ωc being the center carrier frequency. The phase of the remaining channel gain H̃im is
defined by NLOS components only and is thus purely stochastic. With this slight alteration, we
define the complex amplitude of the i-th carrier’s upper sideband as

Ψim :=
1

2
ÃiH̃iH̃imGim∆ρi e

[φm−τLOS·(2ωc+2ωi+ωm)] (4.13)

and the complex amplitude of the corresponding lower sideband as

Ψmi :=
1

2
ÃiH̃iH̃miGmi∆ρi e

−[φm+τLOS·(2ωc+2ωi−ωm)] (4.14)

for i=1, . . ., Nc. The term Ãi is the mismatch between the transmitted complex carrier amplitude
and the demodulation signal, including any mismatch created by frequency conversion from
baseband to the UHF RFID frequency range and back. If the MFCW carrier demodulation is
done perfectly, the carrier amplitude Ãi equals one.

Time-series of Ψim and Ψmi are isolated by the last step in the receiver chain, cf. Fig. 4.7.
These signal components (denoted MFCW components) are used to estimate the LOS distance
to the modulating tag. Time-series are used even in the complex baseband case in order to be
able to compensate for frequency drifts (time-variant complex amplitudes).

As a first step in the range calculation, phases of the MFCW components are determined.
The resulting sets of estimated lower and upper sideband phases, {∠Ψmi} and {∠Ψim}, form a
system of equations that is subsequently solved for the desired delay τLOS. However, because
ωc ≫ ωi ≫ ωm, a direct solution of this system of equations leads to an ill-conditioned problem.
Moreover, the tag modulation phase shift φm is unknown and uniformly distributed between
−π and π (cf. timings in [1]). We therefore subtract the phase shifts beforehand in order to
eliminate φm and ωc. This cannot be achieved by combining upper and lower sidebands, hence
{Ψim} and {Ψmi} are used independently. Fig. 4.9 illustrates this process for two-frequency
continuous-wave ranging.

A phase comparison between the sidebands at two different carriers i and j leads to

∠ΨimΨ∗
jm = ∠Ψim − ∠Ψjm

= 2τLOS (ωj − ωi) + ∠∆ρi∆ρ
∗
j + ∠H̃iH̃imH̃

∗
j H̃

∗
jm + ∠ÃiÃ

∗
j + ∠GimG

∗
jm

(4.15)
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Figure 4.9: Distance extraction from modulation sidebands for 2FCW.

for the upper sideband and

∠ΨmiΨ
∗
mj = ∠Ψmi − ∠Ψmj

= 2τLOS (ωj − ωi) + ∠∆ρi∆ρ
∗
j + ∠H̃iH̃miH̃

∗
j H̃

∗
mj + ∠ÃiÃ

∗
j + ∠GmiG

∗
mj

(4.16)

for the lower sideband (∗ denotes the complex conjugate). Note that directly subtracting the
sideband phases assumes parallel transmission of carriers i and j. For frequency hopping the
time-variance of all parameters has to be taken into account, especially the time-variance of the
tag modulation phase φm. Details are provided in the error analysis below.

Finally, the LOS distance is calculated from time-averaged estimates of these components,
i.e.,

∠Ψ̂miΨ̂
∗
mj = avg

{
∠Ψmi[n]Ψ∗

mj[n]
}

and ∠Ψ̂imΨ̂∗
jm = avg

{
∠Ψim[n]Ψ∗

jm[n]
}

(4.17)

for all i, j = 1 . . . Nc, i 6= j. Averaging at this point increases robustness to frequency drifts and
also removes noise (processing gain). It does not, however, mitigate the error terms in (4.15) and
(4.16), since these errors are typically not zero-mean time-variant. The LOS distances estimated
from the averages

d̂LOS,ij,LSB =
c

2 (ωj − ωi)
∠Ψ̂miΨ̂

∗
mj = dLOS + eij,LSB (4.18)

and

d̂LOS,ij,USB =
c

2 (ωj − ωi)
∠Ψ̂imΨ̂∗

jm = dLOS + eij,USB (4.19)

thus consist of the true LOS distance dLOS as well as error terms eij,LSB and eij,USB. These
error terms incorporate all errors, including noise. All upper and lower sideband estimates are
subsequently combined to obtain the overall distance estimate. This can be done by simply
averaging the distance estimates or by some form of weighted average (higher weights for good
estimates).

Sources of Errors

Distance estimates based on phase shifts between simultaneously transmitted narrowband car-
riers suffer from five error sources: the frequency dependence of the tag reflection coefficient,
multipath propagation, unknown phase/frequency offsets between the carriers (including I/Q
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imbalances), filters in the signal path (frequency-dependent phase shift), and noise. Except for
the noise, all errors are directly represented in (4.15) and (4.16). For example

∠ΨimΨ∗
jm = 2τLOS (ωj − ωi)︸ ︷︷ ︸

true LOS path

+ ∠∆ρi∆ρ
∗
j︸ ︷︷ ︸

tag reflection coeff.

+ ∠H̃iH̃imH̃
∗
j H̃

∗
jm︸ ︷︷ ︸

multipath propagation

+ ∠AiA
∗
j + ∠GimG

∗
jm︸ ︷︷ ︸

systematic errors (reader)

.

The last two terms, ∠AiA
∗
j and ∠GimG

∗
jm, are systematic influences and can be kept small by

careful reader design and reference measurements at known distances. Multipath propagation
channels are represented by ∠H̃iH̃imH̃

∗
j H̃

∗
jm. This term is zero in anechoic environments, i.e.,

for AWGN channels. It can be minimized to some extent by careful system design35, but cannot
be fully avoided. Likewise, the differential phase shift introduced by the tag, ∠∆ρi∆ρ

∗
j , can

only be mitigated to a certain extent. Only in anechoic environments can this error be fully
removed by careful calibration [51]. Noise is a minuscule problem in comparison to multipath
propagation and the tag’s reflection coefficient, even if the power of ranging carriers is chosen
below 1mW, see [135].

Two additional error sources arise for frequency hopping multi-carrier systems. The first
source is time-variance, especially of the channel. The second and dominant source is the
tag modulation phase shift φm. Since carrier hopping requires a re-initialization of the carrier
according to the Gen-2 standard [1], the tag is powered down. The uniform random variable
φm is thus re-initialized and no longer cancels in the phase comparison between upper and lower
sidebands (→φm,i). Consequently, it has to be estimated at each hop. This can be done by
comparing the phase of upper and lower sidebands for one carrier,

∠ΨimΨ∗
mi = 2φm,i − 2 τLOS ωm + ∠H̃imH̃

∗
mi + ∠GimG

∗
mi. (4.20)

This system of equations is added to the system formed by the phase comparisons between
upper and lower sideband phases. The systematic phase shift ∠GimG

∗
mi in (4.20) is again

removed by calibration measurements. The only error source that cannot be compensated for is
the phase shift introduced by multipath propagation, ∠H̃imH̃

∗
mi. It can, however, be kept small

by choosing a low tag modulation frequency. Note that frequency hopping also requires that
the averaging is done before the phase comparisons due to the unstable tag modulation. This
decreases robustness to frequency drifts.

Finally, the maximum unambiguous range is also a potential source of error. Since the carriers
are periodic, a phase shift of 2π + ϕ is mapped to ϕ (phase ambiguity). Hence a tag at 11m looks
like a tag at 1m distance to the phase-based ranging system with a maximum unambiguous range
of 10m. Naturally, this also includes errors introduced by multipath propagation. A positive
error of 2m at a true distance of 9m, for example, again maps the tag to 1m. The offset
frequency thus has to be chosen carefully [135] in order to avoid classification of over-range
reads as short-range. For two carriers, the maximum unambiguous range is

dmax,2FCW = c/(2∆f) (4.21)

where c is the speed of light and ∆f is the frequency spacing between the two carriers. The
factor of two here originates from the fact that the backscatter distance is twice the range of the
tag (“there and back again”). The maximum unambiguous range for multi-carrier systems can
be extended over (4.21) by unwrapping the respective phases [66,226]. Carriers at f1 = 902MHz,
f2 = 908MHz, and f3 = 928MHz, for example, lead to a maximum unambiguous range of 75m
[66]. This is obtained from the least common divisor of all frequencies and a fairly common
approach in synthetic aperture radar (SAR), e.g., [226,227].

35 avoiding parallel reflecting surfaces, using non-reflective and scattering materials whenever possible, avoiding
pointing directive antennas straight at reflecting surfaces, etc.
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Analysis with respect to Multipath Propagation

In case of multipath propagation, the stochastic channel phase terms in (4.15) and (4.16) are
potentially the largest source of error. Each channel gain in these terms is complex Gaussian and
circularly symmetric around the LOS gain µH , e.g., Hi ∼ CN (µH , σ

2
H). This assumption implies

dense scattering and a predominantly stochastic channel, i.e., negligible specular reflections.
Even under the simplifying assumption of Gaussianity, the effects of multipath propagation

on the range error are very complex, since four mutually dependent channel gains are multiplied,
e.g., HiHimH

∗
jH

∗
jm for the USB. Calculating the phase of these terms additionally introduces

a nonlinearity, as this requires the inverse tangent. Several simplifications have therefore to be
made in order to render an analytic derivation feasible36:

• Channel gains for carrier i and j are identically distributed, Hi,Hj ∼ CN (µH , σ
2
H). The

covariance between both gain factors is cov{Hi,H
∗
j } = βH . This implies that second order

statistics of the CTF depend only on the frequency difference, not the absolute frequency.
As a consequence, uncorrelated scattering is required, cf. [141, p. 104].

• The modulation sidebands experience the same channel gains as the carriers themselves,
e.g., Hmi = Hi = Him. This requires modulation frequencies fm well inside the coherence
bandwidth (fm ≪ Bc) and that the average channel delay is well below 1/fm. In essence
and for practical implementations, this translates to ωm ≪ ωj − ωi.

• The multiplication of Gaussian random variables is also assumed to be approximately
Gaussian at several points in the derivations, cf. [135]. This presumes a dominant LOS
path, i.e., |µH | ≫ σH . In addition, dominance of the LOS path is necessary also to replace
inverse tangent and expectation operators and thus be able to use spaced-frequency cor-
relation and covariance functions. Simulations have shown that KLOS ≥ 10 dB is required
per channel in order fulfill these requirements.

• Finally, we assume identical K-factors and RMS delay spreads for up- and downlink (iden-
tical / identically parameterized channels). Considering arbitrary channels is possible
using the analyses in [133], but of course doubles the number of parameters and thus the
complexity of the results.

Mean value, variance, and covariance of the Gaussian distributions can be calculated from
KLOS and τRMS. The mean value corresponds to the normalized LOS amplitude,

|µH |2 = PLOS =
KLOS

1 +KLOS
. (4.22)

Variance and covariance can be calculated from the spaced-frequency covariance function37. For
exponentially decaying channels, this function is [2]

Φ(∆ω) =
Π

γ + ∆ω
=

√
1 + 2KLOS

(1 +KLOS)
(√

1 + 2KLOS + ∆ω(1 +KLOS)τRMS

) , (4.23)

where Π is the NLOS power density, γ is the multipath decay constant, and ∆ω is the frequency
offset. Hence

σ2
H = Φ(0) =

1

1 +KLOS
(4.24)

36 These assumptions, including the assumption of Gaussian channel gains, are of course not made for the
simulations.

37 cf. (time-)frequency correlation function, [141, p. 106], [221,222]
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and

βH = Φ(ωj − ωi) =

√
1 + 2KLOS

(1 +KLOS)
(√

1 + 2KLOS + (ωj − ωi)(1 +KLOS)τRMS

) . (4.25)

Under the above assumptions, variance σ2
e and bias µe of the error for a single-channel link

can be approximated by

µe =
c

2 (ωj − ωi)
E
{
∠HiH

∗
j

}
≈ c

2 (ωj − ωi)
∠E
{
HiH

∗
j

}
=

c

2 (ωj − ωi)
∠(|µH |2 +βH) (4.26)

and

σ2
e =

c

2 (ωj − ωi)
var
{
∠HiH

∗
j

}
≈ c

2 (ωj − ωi)
∠var

{
HiH

∗
j

}

=
c

2 (ωj − ωi)
arctan

(
Re
{
σ4

H − β2
H + 2|µH |2

(
σ2

H − βH

)}

2Re{βH + |µH |2}2

)
,

(4.27)

cf. [135]. Note that we replace the angle operator ∠ and the expected value E{·} here. This
assumes approximate linearity of the inverse tangent, which is true for small angles only and
thus presumes a dominant LOS path. This step is by far the most critical simplification.

The mean absolute error (MAE) can be expressed by mean and standard deviation under the
assumption of a Gaussian distribution for the error [135],

E
{∣∣∣d̂LOS − dLOS

∣∣∣
}

=
1

σe

√
2π

∫ ∞

−∞
|x− µe| e

− x2

2σ2
e dx =

√
2

π
σe e

− µ2
e

2σ2
e +µe erf

{
µe√
2σe

}
, (4.28)

where erf{α} is the error function [228, p. A56]

erf{α} =
2√
π

∫ α

0
e−x2

dx. (4.29)

The backscatter property is taken into account by either modifying KLOS and τRMS as dis-
cussed in Section 2.4 on page 63 (see also [133] and [134]) or by modifying µH , σH , and βH as
suggested in [135]:

µ̃H = µ2
H , σ̃2

H = 2σ2
H

(
σ2

H + 2µ2
H

)
, β̃H = 2βH

(
βH + 2µ2

H

)
(4.30)

for identical up- and downlink channels and

µ̃H = µ2
H , σ̃2

H = σ2
H

(
σ2

H + 2µ2
H

)
, β̃H = βH

(
βH + 2µ2

H

)
(4.31)

for independent channels. Simulations have shown that the modification of µH , σH , and βH leads
to slightly better results, especially for the bias term. The reason is frequency correlation: using
(4.23) with modified KLOS and τRMS implies that the overall backscatter channel is assumed
to be exponentially decaying, which is not the case (cf. [133, Fig. 3]). Since the frequency
correlation function depends on the shape of the PDP, the approach in [135] is better suited
here.

A third alternative, namely the calculation of Φ(∆ω) for the overall backscatter channel using
the methodology in [133] leads to no more accurate a result than the modification of µH , σH ,
and βH . Like (4.26) and (4.27), this method relies on replacing the nonlinear inverse tangent
and the expectation operator. This is the most severe simplification in the above derivations and
hence responsible for most of the mismatch. Consequently, there is no benefit in this alternative.
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A comparison between the theoretical results derived above and simulations is shown in
Fig. 4.10. This comparison validates the theoretical results and also illustrates their limits.
K-factors and RMS delay spreads here are typical for UHF RFID, cf. Section 2.3.
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Figure 4.10: Errors [m] caused by multipath propagation: comparison between theory and simulation for a
frequency offset of ∆f = 3MHz and independent up-/downlink channels. Configuration for the
simulation: f1 = fc = 910 MHz, f2 = 913 MHz, fm = 48 kHz, 105 realizations per point.

The bias term is generally over-estimated by the derived theory, especially for high K-factors.
The theory thus represents an upper bound in case of the bias. The predicted standard deviation
matches the simulation results for K-factors larger than 10dB (as discussed above). For lower
K-factors, the standard deviation is higher than predicted by the theory. Surprisingly, the
theoretical results for the mean absolute error according to (4.28) match the simulated errors
almost perfectly over the entire range of KLOS and τRMS. This is not limited to this example;
the MAE shows a good match for all frequency offsets with identical and with independent
channels.

Mean absolute errors as predicted by theory can be found in Figs. 4.11 and 4.12 for frequency
spacings of 1 and 10MHz respectively. These plots cover typical (single-channel) K-factors and
RMS delay spreads38, cf. Section 2.3. The upper end of the colormaps in the plots (dark red
color) corresponds to the highest possible MAE for the given frequency spacing. This bound
of the MAE is obtained for a uniform distribution of the distance estimate over the entire
unambiguous range. All distance information is lost in this case.

Predictably, the highest error can be observed at low K-factors and high RMS delay spreads.
The system with 1MHz reaches an MAE of 12m within the given interval of KLOS and τRMS,
while the system with 10MHz carrier spacing reaches only about 3m. In addition, the minimum

38 Note that high KLOS in combination with high τRMS is unlikely in indoor environments. The same is true for
low K-factors in combination with low RMS delay spreads.
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Figure 4.11: Mean absolute error (MAE) [m] for 2FCW with a frequency spacing of ∆f = 1 MHz.
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Figure 4.12: Mean absolute error (MAE) [m] for 2FCW with a frequency spacing of ∆f = 10 MHz.

error is smaller for ∆f = 10MHz. Note, however, that the MAE for ∆f = 1MHz is still well
below its upper bound. This is not the case for the system with ∆f = 10MHz, which reaches
the upper bound of the MAE for K-factors below −3 dB and RMS delay spreads above 10 ns.
In this area, the carriers are fully decorrelated and all distance information is lost.

The performance in bistatic setups generally exceeds the performance in monostatic setups
(lower MAE). Finally, note that the MAE for 2FCW with ∆f = 10MHz depends solely on the
K-factor for τRMS > 20 ns. In this region the CIR is already long enough to create a uniformly
distributed phase difference for ∆f = 10MHz. Increasing the length thus changes nothing.
This is not the case for ∆f = 1MHz, where the MAE depends on both KLOS and τRMS for the
displayed range of both parameters.
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4.2.2 Performance Bounds / Simulations

parts of this section have been published in [128]

In this section, the performance of MFCW ranging is analyzed under fully controlled con-
ditions, i.e., simulation-based. Since it was shown in [135] that noise is a secondary problem
for MFCW ranging, while multipath propagation and tag detuning potentially cause extremely
large errors, the simulations are limited to the latter two effects.

Errors Caused by Multipath Propagation

Let us start with the dominant source of errors: multipath propagation. Unless otherwise stated,
the simulations with respect to multipath propagation below are based on the exponential small-
scale channel model of the PARIS framework (see Section 3.4.3) with a main carrier frequency
of f1 = fc = 910MHz and a tag modulation frequency of fm = 48kHz.

Mean absolute errors (MAE) for two-frequency continuous-wave (2FCW) ranging with fre-
quency spacings of 1 and 10MHz are displayed in Fig. 4.13 for mono- and bistatic setups respec-
tively. As a point of reference: the K-factor inside UHF RFID portals ranges from −5 through
15 dB and the RMS delay spread reaches 30 ns [132] (see also Section 2.3.3).

The MAE is smaller for the larger carrier spacing and ranges from 30 cm for high K-factors
(∆f = 10MHz, bistatic) to 12m for low KLOS and high τRMS (∆f = 1MHz, monostatic). Also
note that the error is always larger for the monostatic setup (i.e., identical up- and downlink
channels) than for the bistatic case.
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Figure 4.13: Mean absolute error (MAE) [m] vs. typical LOS K-factors and RMS delay spreads for two
different carrier spacings (105 realizations per point).

The bias is shown in the next group of plots, Fig. 4.14. For KLOS > 5 dB, the LOS is still
dominant and the bias is negligible. For low K-factors, on the other hand, the bias reaches up
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to 8m for the system with 1MHz carrier spacing. The system with higher spacing again shows
better performance.

A peculiarity can be seen in Fig. 4.14(b): the bias decreases for increasing RMS delay spread
at low K-factors although it should increase due to the longer impulse response associated with
higher delay spreads. Unfortunately, this only shows an increasingly uniform distribution over
the entire range – which is unbiased but no longer carries any distance information.
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Figure 4.14: Bias [m] vs. typical LOS K-factors and RMS delay spreads for two different carrier spacings
(105 realizations per point).

Looking at the probability distribution functions (PDFs) of the range error for different chan-
nel configurations and carrier spacings (i.e., bandwidths) in Fig. 4.15, the suspicion regarding
the type of distribution is confirmed. The error is indeed almost uniform at frequency spacings of
10MHz and above for low K-factors and the corresponding medium to high RMS delay spreads.

Apart from the PDFs, the plots also show the bias obtained from (4.26) (circular marker) and
the unambiguous range of a system (dashed lines). The largest errors can be observed for the
most narrowband system, with high bias and high variance over the entire range of channels.
This is caused by the long wavelength of 300m for 1MHz offset (beat frequency). Even a
minuscule phase error leads to a high distance error at such a long wavelength. Increasing the
frequency offset from 1 to 10MHz decreases the error, especially for high K-factors and high
RMS delay spreads. Note, however, that the error relative to the wavelength increases with
frequency offset in all multipath channels. This is especially visible when comparing the errors
for 10 and 30MHz with their respective maximum unambiguous ranges. The increase can be
explained by looking at the error introduced by multipath propagation to the received MFCW
signal amplitudes (4.15) and (4.16), e.g.,

∠HiHimH
∗
jH

∗
jm = ∠HiHim − ∠HjHjm ≈ ∠H2

i − ∠H2
j . (4.32)
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This phase shift increases with carrier spacing fj − fi because the correlation between channel
gains Hi and Hj decreases with frequency spacing, cf. (4.25). Note that the tails of the distri-
butions already reach the ambiguity range for ∆f = 10MHz and KLOS = 0dB while this is not
the case for ∆f = 1MHz. Lowering the K-factor even further, the error becomes increasingly
uniform for any significant RMS delay spread at ∆f = 10MHz and especially at ∆f = 30MHz.
Based on the results in Fig. 4.15, a frequency offset in the range of 10MHz seems to be the most
reasonable choice for ranging inside a UHF RFID portal.

The (analytically calculated) bias marks the most likely error in Fig. 4.15, i.e., the peak of the
PDF39. Note that it decreases for a fixed K-factor when increasing the frequency offset between
the carriers (Fig. 4.15). Again, this can be linked to the correlation between the channel gains:
increasing the carrier spacing decreases the correlation between the range errors, as can be seen
in Fig. 4.16. This figure is based on a three-carrier (3FCW) system, where carriers 1 and 2 are
spaced by 1MHz and the spacing to carrier 3 is continuously increased, starting at the same
offset as carrier 2. Distances are extracted from carriers 1-2 and 1-3 in this example.

The correlation between the errors of these two distance estimates decreases with the fre-
quency offset between carriers 2 and 3, but also with increasing multipath propagation, see
Fig. 4.16(a). The three curves correspond to negligible multipath propagation (blue), typical
multipath propagation inside the transmitter antenna’s mainlobe and at short range (green),
and multipath propagation outside the mainlobe (red), cf. Section 2.3. Correlation between the
carriers causes similar errors for each estimate and thus reduces the usefulness of the additional
estimate. For three carriers uniformly spaced by 1MHz, for example, only 3−60% of the sec-
ond distance estimate is “new information”, depending on the channel. Increasing the spacing
between carriers 2 and 3 to 15MHz decreases this correlation to below 20% (>80% is new).

One might thus conclude that increasing the carrier spacing is a good idea to reduce the
correlation of the error and thus the bias. This is not the case, as illustrated in Fig. 4.16(b).
This plot shows the closeness of the resulting variance to the limiting case: a uniform distribution
over the entire range. As can be seen, the decrease in correlation is accompanied by an increase in
randomness of the estimates. Increasing the carrier spacing decreases the error in “nice” channels
but, at the same time, massively increases it in more common “not so nice” environments40.
Consequently, there is a trade-off between the error at close range and inside the mainlobe, and
the error outside the mainlobe.

Multiple carriers with different frequency spacings can be used to overcome this problem and
thus detect and classify over-range reads. Such stray reads are outside the normal read zone
per definition. This implies that the K-factor is extremely low and the RMS delay spread is
at a maximum. Hence a low frequency spacing is required, since the error for higher spacings
reaches a uniform distribution under these conditions. The bias here will additionally increase
the estimated distance, thus helping in the classification of such a stray read as “outside the
intended read zone”. Unfortunately, a low carrier spacing causes high errors inside the read zone,
where K-factors are high. These effects can be observed in Fig. 4.15. Intelligently combining the
estimates of multiple carriers with different frequency spacings (cf., [66]) can be used to overcome
this problem. However, making this approach robust will likely require several independent
estimates in order to determine proper weights for the combination.

39 This is the case because the bias has been calculated under the assumption of a Gaussian error. Since peak
and expected value are identical for this type of distribution, the bias points at the peak. The increasingly
uniform distribution, on the other hand, is generated by the mapping of the tails of the Gaussian PDF to the
unambiguous range. Hence, provided that the peak is still visible above the uniform shape, and accounting for
some skewness due to asymmetrical mapping, the bias still approximately points at the peak of the PDF.

40 Note that this does not take into account the fact that closely spaced carriers also experience the same amplitude
fading, i.e., noise becomes a problem if all ranging carriers experience high fading levels at the same time.
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(a) carrier frequency spacing ∆f = 1MHz (bound due to max. unambiguous range: ±75m)
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(b) carrier frequency spacing ∆f = 10MHz (bound due to max. unambiguous range: ±7.5m)
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(c) carrier frequency spacing ∆f = 30MHz (bound due to max. unambiguous range: ±2.5m)

Figure 4.15: Range error distributions for 2FCW with three different bandwidths and for different K-factors
and RMS delay spreads. Dots show the expected bias; dashed lines indicate the bound due
to the maximum unambiguous range. (Independent up- and downlink channels with identical
configuration, frequency offset ∆f as indicated in the subfigure captions. PDFs have been
generated with 105 realizations.)
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Figure 4.16: Correlation between range errors for closely spaced carriers (3FCW) and similarity of the error
to a uniform distribution (106 realizations).

Errors Caused by Tag Detuning

The error introduced by the tag is represented in (4.15) and (4.16) by the term

∠∆ρi∆ρ
∗
j = ∠∆ρi − ∠∆ρj.

It is minimized if the tag’s differential reflection coefficient (“modulated minus unmodulated”,
cf. Fig. 4.8(b)) does not vary over frequency. Unfortunately, this requirement clashes with
the resonant design of UHF RFID tag antennas, cf. [208]. Moreover, the reflection coefficient
is massively influenced by tolerances in the assembly process of a tag as well as by antenna
detuning near conductive materials. In addition, it is highly nonlinear.

Compare Figs. 4.17 and 4.18, for example. These plots show the phase of the differential
reflection coefficient during modulation vs. available power Pav and carrier frequency fc. The
left-hand plots (a) display the phase, while the right-hand plots (b) show the gradient of the
phase with respect to frequency. The higher the gradient, the larger the error introduced in
multi-carrier phase estimates. All plots also display the minimum tag power threshold in fully
unmodulated and fully modulated state41 as a reference level, as well as the UHF RFID frequency
range of 860−960MHz. The values shown have been calculated from the model of the NXP
UCODE G2XM on NXP’s UCODE general purpose reference antenna (see Section 3.3.1).

High gradients in the phase are limited to a few “hot spots” for this tag. In case of a perfectly
tuned tag these hot spots are mostly outside the RFID frequency ranges, as can be seen in
Fig. 4.17.

Unfortunately, as mentioned above, the reflection coefficient is affected by any modification
in the assembly impedance and/or the antenna impedance. Especially antenna detuning in the
vicinity of water and metal tends to increase the quality factor of the antenna’s self-resonance
and thus makes the tag more resonant. This can be observed in Fig. 4.18, where the same tag
is located a few centimeters from metal. Apart from the apparent shift in frequency, changes
in the differential reflection coefficient phase happen much faster in this scenario, leading to
steeper gradients. Moreover, one of the hot spots was shifted in frequency and is now inside
the European UHF RFID frequency band (865−868MHz). As a consequence, MFCW-based
ranging inside the EU bands will now be biased42.

Since there are only a few such hot spots in the gradient, most errors due to detuning will be
small. If a tag hits such an “unlucky detuning”, however, the error can reach several meters.

41 Modulation transistor switched off (unmodulated; matched state) or on (modulated; mismatched) permanently.
42 A shift of 7 ° corresponds to an error of roughly c/(2∆f) · 7/360 ≈ 3m at a frequency spacing of ∆f = 1 MHz,

for example.
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(a) ∠∆ρ(fc, Pav) [deg] (b) ∂∠∆ρ(fc, Pav)/∂f [deg/MHz]

Figure 4.17: Differential tag reflection coefficient phase ∠∆ρ (linear model) and its gradient over frequency
(well-tuned; resonance boosted 0 % and shifted by 0MHz).

(a) ∠∆ρ(fc, Pav) [deg] (b) ∂∠∆ρ(fc, Pav)/∂f [deg/MHz]

Figure 4.18: Differential tag reflection coefficient phase ∠∆ρ (linear model) and its gradient over frequency
(detuned; resonance boosted 50 % and shifted by 75MHz).

In order to assess the influence of assembly tolerances and tag detuning on the error of MFCW
ranging, several parameter sweeps have been performed and published in [128] along with the
validation of the reflection coefficient model. Two of these sweeps are briefly discussed below.
The first sweep varies the assembly impedance over the range shown in Fig. 4.19(a) and covers
perfect assemblies through completely messed-up ones. The second sweep investigates typical
tags with good to medium flip-chip assemblies in combination with detuning up to levels that
occur if tags are placed in the vicinity of water. The corresponding model parameters are shown
in Fig. 4.19(b). A description of these parameters and their effect on the reflection coefficient
(model) can be found in Section 3.3.1.

The simulations assume a transmit power level of 3.28W EIRP (limit for the EU; EIRP:
equivalent isotropically radiated power) and a reader sensitivity of −80 dBm43. The employed
channel model is a free-space path loss model (path loss factor ξ = 2) and the frequency spacing
used is ∆f = 10MHz.

43 It is important to limit the receiver sensitivity here, since the phase of a complex value is subject to extremely
fast changes at zero crossings of the magnitude.
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Figure 4.19: Simulated assembly mismatch and antenna detuning states. (©2010 IEEE, [128])

Fig. 4.20 shows cumulative distribution functions of the mean absolute error over frequency
for both sweeps. The error has a distinct minimum around 960MHz if only assembly tolerances
are considered, see Fig. 4.19(a). At this point the shapes of antenna and chip reactance are
similar, thus creating a flat phase that is virtually independent of assembly mismatches (cf.
Fig. 3.16 on page 84). Conversely, the largest errors can be observed at frequencies well above
and below the UHF RFID frequency ranges. This is consistent with the location of the hot
spots in Figs. 4.17(b) and 4.18(b) and proves that the range error introduced by the tag can be
minimized by proper tag design (wideband matches). Also using less resonant tags will decrease
the error, cf. [135, Fig. 3].

(a) assembly tolerances sweep, cf. [128, Fig. 10] (b) combined detuning/tolerances, cf. [128, Fig. 14]

Figure 4.20: CDFs of the mean absolute ranging error (MAE) over frequency (for all distances). 2FCW
carrier frequency offset ∆f = 10MHz.

Detuning near metal/water in combination with a resonant tag design, on the other hand,
potentially causes large errors over the entire frequency range due to frequency shifts introduced
by antenna detuning. The bulk of tags will experience up to medium detuning (close to water) as
well as some assembly mismatches. This combination was simulated for the CDF in Fig. 4.20(b).
Since detuning is able to shift the hot spots all over the frequency range, the error is largely
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uniform over all RFID frequency bands. While median and mean value of the error are below
30 cm within 860−960MHz in this scenario, the peak errors are well above one meter.

The overall CDFs for the three most common UHF RFID frequency bands44 are shown in
Fig. 4.21(a). For the simulated NXP tag and the considered range of detuning and assembly
mismatches, errors caused by detuning are mostly below 60 cm, with (very unlikely) peak errors
of a few meters. The error caused by the tag’s reflection coefficient phase is also virtually
independent of the carrier frequency offset, cf. Fig. 4.21(b). This holds for offset frequencies at
which the differential phase is still approximately linear with frequency, cf. (4.15)–(4.19).
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Figure 4.21: Overall CDFs of the mean absolute ranging error (MAE) for the combined detuning/tolerances
simulation.

To sum up, the error caused by detuning is considerably smaller than the error caused by
multipath propagation, with the exception of “unlucky detuning”, where the MFCW carriers
hit a peak in the differential reflection coefficient’s phase. Mean and median of the mean absolute
error are well below 50 cm and within limits independent of the frequency offset.

44 This is not a weighting with respect to importance; the shown bands simply cover the worldwide UHF RFID
bands, e.g., 920−925 MHz for Thailand, 918−926 MHz for Australia, ... [3, p. 34].
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4.2.3 Measurement Results

The performance of multi-frequency-based ranging was also evaluated based on measurements.
Since multipath propagation is the dominant source of errors and thus the main limiting factor
for MFCW ranging, a detailed analysis with respect to multipath propagation is presented below.
The base data for this analysis are the channel transfer functions obtained during the portal
measurements discussed in Section 2.3.3. A photograph along with a generic schematic of the
measurement setup is shown in Fig. 4.22. See Section 2.3.3 and [132] for channel-specific analyses
of this environment, also with respect to narrowband ranging. Please note that the carriers and
the tag modulation sidebands are assumed to be fully coherent here, i.e., Hmi = Hi = Him. This
requires very low modulation frequencies (low kHz range).

(a) photograph (empty portal), cf. [137, Fig. 3]
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Figure 4.22: Photograph and schematic of the “NXP gate” measurements (see Section 2.3.3).

Theory and simulations suggest that MFCW (like any other narrowband method) requires a
dominant LOS path and as little multipath propagation as possible – two prerequisites that are
far from being met in UHF RFID portals, cf. Section 2.3.3. Let us thus start this analysis with
the most obvious question: will a straightforward implementation work? Fig. 4.23 shows the
corresponding range errors for a single 2FCW estimate per position (10MHz carrier spacing).
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Figure 4.23: Absolute error [m] for a single 2FCW range estimate per position for metal and absorber back-
planes (f1 = 915 MHz, f2 = 925 MHz). The top right transmitter is active (marked orange).
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Obviously, the error is considerable. It ranges from below 0.5m inside the portal with absorber
backplanes when the tag is directly in front of the active transmitter to 10m outside the portal.
Switching to metal backplanes decreases the performance inside the portal to the point where
only a few “sweet spots” are consistently below an error of 1m. The error then appears to be
almost uniform over the entire portal, with distance estimates ranging from 10 cm to 10m (for
the true distances below 3m).

To answer the question: no, a single 2FCW range estimate is obviously not sufficient in the
portal environment. Consequently, several estimates have to be combined in order to reduce the
influence of multipath propagation and thus to reach acceptable levels for the error. This can
be achieved with carriers at different frequencies, over time, or from different positions. Since
MFCW already works with multiple carriers in the frequency domain, the most obvious choice
here is frequency diversity, i.e., the combination of several 2FCW estimates obtained at different
frequencies. Regardless of the type of diversity employed, the achievable overall error depends
on the statistics of the individual estimates, provided that they are largely independent. We
will thus have a closer look at the statistics of such 2FCW estimates.

Fig. 4.25 shows the bias of 2FCW estimates for metal and absorber portal setups (frequency
spacing: 10MHz). As predicted by the simulations, the ranging error is unbiased up to medium
K-factors and RMS delay spreads (such as the values inside the portal, cf. [132]). A slight bias
of roughly 50 cm can be observed outside the absorber portal. This bias is increased to up to
2m when installing metal backplanes instead of the absorbers. Note that also the width of the
bias-free zone inside the portal decreases in comparison to the absorber portal.

(a) absorber backplanes (b) metal backplanes

Figure 4.24: Bias [m] of 2FCW range estimates for metal and absorber backplanes. Carrier frequency spac-
ing ∆f = 10 MHz. The top right transmitter is active (marked orange).

The standard deviation in Fig. 4.25 shows an even more pronounced difference in performance
between the metal and the absorber portal. The standard deviation increases from 0.75−1.5m
at the center of the absorber portal to above 2−3m for the metal one. Reducing the standard
deviation to below 50 cm inside the portal thus requires (1.5/0.5)2 = 9 independent estimates
for the absorber portal and at least (3/0.5)2 = 36 estimates for the metal gate45. The standard
deviation outside the portal is consistently in the range of 5m, which indicates an almost uni-
form distribution of the error46. Averaging over multiple estimates again reduces the standard
deviation, but does not result in an unbiased overall estimate. For comparison: Fig. 4.24 shows
the average of 400 (not fully independent) estimates.

45 Averaging over N estimates with independent errors reduces the variance by a factor of N .
46 1/

√
12 · c/∆f = 8.6 m is the standard deviation of a uniform distribution for this frequency spacing (cf. [192])
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(a) absorber backplanes (b) metal backplanes

Figure 4.25: Standard deviation [m] of 2FCW range estimates for metal and absorber backplanes. Carrier
frequency spacing ∆f = 10MHz. The top right transmitter is active (marked orange).
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Figure 4.26: Probability distribution functions (PDFs) of the error for a single 2FCW estimate inside/out-
side the portal for absorber/metal backplanes and for different carrier frequency offsets (TX1).

Overall distributions of the error are shown in Fig. 4.26 for carrier spacings of 1 and 10MHz.
Several observations can be made based on these distributions:

1. The errors are too high to use a single 2FCW estimate for ranging purposes in this environ-
ment. Nonetheless, accurate localization inside the portal is possible if several estimates
can be combined. This is not possible outside the portal, where the bias prevents accurate
pinpointing of the tag. In theory, the bias can be corrected if KLOS and τRMS are known
or if calibration measurements are available. This will, however, be hard to achieve in any
practical scenario due to time-variance and location dependence of all parameters.

2. While the bias may prevent localization, it helps in classification: The distributions of the
error inside and outside the portal can be fully separated if their standard deviations are
reduced. Since the bias of approximately 7m is larger than the portal width, even tags at
close range to the transmitter can be properly classified into inside/outside the portal.

3. The type of backplane has negligible influence on ranging performance outside the portal.
This can be tied directly to KLOS and τRMS, on which the choice of backplanes has only a
minor effect [132]. Inside the portal, on the other hand, both bias and standard deviation
increase considerably for metal backplanes compared to absorbing material. Again, this is
connected to K-factor and RMS delay spread, cf. [132].
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4.2 Multi-Frequency Continuous-Wave Ranging

4. As already predicted by the simulations, the estimates for small carrier spacings are highly
biased and have a considerable standard deviation, also inside the portal. Higher frequency
spacings (10MHz) lead to a smaller standard deviation inside the portal, at the cost of
an almost uniformly distributed error outside (cf. Fig. 4.15). All this can be traced back
to the coherence bandwidth: outside the portal, the 90% coherence bandwidth is below
3MHz even for the individual channels to/from the tag [132]. Essentially, the two carriers
with ∆f = 10MHz thus experience two different channels, making a comparison between
their phase shifts useless. Conversely, the coherence bandwidth inside the portal is mostly
well above 10MHz for the absorber portal, making range estimation at ∆f = 10MHz
feasible.

5. The error is indeed roughly Gaussian for measured channels as well, provided of course that
the maximum unambiguous range is not reached (high K-factor, low RMS delay spread).

All plots above have been generated for the top right transmitter, TX1. Compared to the
transmitter near the floor (TX2), TX1 better illuminates the measurement planes and projects
less energy towards the floor, see Fig. 4.27. As a consequence, TX1 is better suited to ranging
than TX2. This is illustrated in Fig. 4.28, where CDFs of bias and standard deviation inside
the portal are shown for both transmitters. The error is considerably higher for TX2 than for
TX1.

metal/absorber backplane

TX1

TX2 receiver (tag) planes

3dB
beamw.

3dB
beamwidth

x

z

Figure 4.27: Illustration of the portal with receiver planes and transmitter directivity (roughly to scale).

To sum up, the measured bias for the 10MHz spacing is below 1m for the absorber portal,
but increases considerably for the metal backplanes. In the worst case, it reaches 5m (TX2).
The standard deviation is mostly above 1m, with an additional increase by a factor of two on
average for the metal portal compared to the absorber backplanes. Nonetheless, the critical
limit of a uniform distribution (8.6m for this configuration) is not reached inside the portal. It
is, however, reached outside, cf. Fig. 4.26.
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Figure 4.28: Cumulative distribution functions (CDFs) of the error for a single 2FCW estimate inside the
portal for absorber/metal backplanes and for different transmitters (cf. Fig. 4.27).
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4.3 Summary

Narrowband methods are relatively easy to implement and maintain, and are (optionally) able
to work within the existing UHF RFID standard and spectral masks. This includes RSS-
based methods, phase-based methods using the rotation of the constellation diagram, phased
arrays, and stepped-frequency continuous-wave radar. Additional transmit signals (multiple or
frequency-modulated carriers) violate the standard but deliver better instantaneous range/po-
sition estimates.

The main drawback of all narrowband methods is their vulnerability to multipath propagation.
In order to reach acceptable levels of errors in indoor multipath environments, several range
estimates have to be combined. This can be done in the time domain (tracking), in the frequency
domain (multiple carriers / carrier groups), or in the spatial domain (several receiver antennas).

Among the narrowband methods, multi-frequency continuous-wave (MFCW) radar has been
discussed in detail. The system evaluates the phase between multiple carriers in order to de-
termine the range to the tag. An implementation using frequency hopping instead of parallel
transmission of multiple carriers is also possible, although this requires estimating the tag mod-
ulation phase shift and introduces additional errors. To sum up, the narrowband MFCW system
is;

+ simple and (relatively) cheap to implement. Frequency hopping enables its application
within Gen-2 (but at the cost of robustness and speed);

+ (within limits) immune to tag modulation frequency instabilities, since only the component
selection filters have to be widened to compensate (at the price of an increased noise floor).
Frequency drifts can also be easily compensated if the carriers are transmitted in parallel;

+ (within limits) robust to feedback, since any unmodulated feedback is mapped to DC
(direct current; 0Hz) and can be filtered. In addition, active feedback suppression systems
such as the ones used for UHF RFID (e.g., [229–231]) are effective;

+ robust to noise, because high processing gains can be achieved (long averaging times with
respect to the narrow bandwidth);

− vulnerable to differential phase shifts introduced by the tag, since a model-based compen-
sation is not possible in practical scenarios (cf. [135]);

− vulnerable to multipath propagation, since the LOS component cannot be isolated, i.e.,
the estimated range is based on the instantaneous group delay and thus depends on the
entire channel impulse response; and

− vulnerable to stray and over-range reads, since these reads are typically outside the main-
lobe of the transmitter(s) and thus have extremely low K-factors and high RMS delay
spreads. (This leads to high errors with any narrowband localization method.)

A practical implementation in multipath environments like warehouses or salesfloors thus has
to use averaging and tracking in order to gain robustness. A possible (suggested) implementation
combining all available methods of averaging is as follows. The base of this system is multi-carrier
ranging using distributed carrier triplets, as illustrated in Fig. 4.29. Each triplet provides two
distance estimates (one for each carrier spacing). Different carrier spacings are used in order to
account for different multipath conditions (as discussed in Section 4.2.2). Estimates of different
triplets are uncorrelated due to the large frequency spacing between the groups (exceeding
the coherence bandwidth). This provides independent estimates in the frequency domain. In
addition, the signal is received by several antennas deployed throughout the read zone, thus
providing spatial diversity. Using the 2.45 (or 5.8) GHz ISM bands for ranging carriers would
allow for cheap and small reader antennas; arrays are also considerably cheaper in this frequency
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range than in the UHF RFID bands47. Tracking covers the last remaining dimension: time. A
speed estimate using the method discussed in [46] can be used as an additional input for the
tracking algorithm. Finally, all estimates are combined using particle filtering.

group 1 group 2

coherence bandwidth

f

Figure 4.29: Distributed carrier triplets: 2×3FCW spectrum.

47 The high(er) attenuation/noise in license-free ISM bands should not pose a critical problem, since transmit
power levels are high for RFID applications in all ISM bands and long-term averaging over the entire tag
response is possible.
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5
(Ultra-)Wideband UHF RFID Tag Ranging

Wideband and ultra-wideband (UWB) ranging methods are a big step from classical
UHF RFID and are thus often viewed with suspicion. The potential reward is ex-
tremely accurate ranging, an inherent resilience to multipath propagation especially
for ultra-wide bandwidths, and almost complete decoupling of protocol and ranging
signals. On the downside, wideband and UWB ranging come at the cost of complex
hardware for reader and tag. The reader needs to be able to generate and receive
signals with (ultra-)wide bandwidths, which is more complex and more expensive than
transmitting/receiving narrowband signals. At the same time, the tag needs to be able
to modulate this signal, i.e., the reflection coefficient has to be controlled in a suitable
frequency band and over a large bandwidth. This requires a new tag design, since
classical UHF RFID tags do not meet these requirements.

This chapter discusses the possibility of using wideband and UWB ranging methods
for the localization of passive UHF RFID tags. Section 5.1 gives an overview and
discusses methods and properties. A basic proof of concept for impulse-radio (IR)
UWB ranging using lab equipment is provided in Section 5.2. Measurement-based
accuracy bounds for wideband and ultra-wideband ranging in a UHF RFID portal are
given in Section 5.3. Finally, implementation issues and possible obstacles and pitfalls
are discussed in Section 5.4.
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5.1 Basics and Ranging Methods

parts of this section have been published in [136]

Wideband and ultra-wideband ranging methods work in a frequency range different to the one
occupied by Gen-2 UHF RFID. Typical frequency bands for (ultra-)wideband systems are the
2.45GHz or 5.8GHz ISM bands, or the UWB frequency range of 3.1−10.6GHz48 (as opposed
to 860−960MHz for Gen-2 UHF RFID). The lower transmit power levels and the completely
different frequency bands ensure that tags (and standard Gen-2 readers) are not affected by the
ranging signals in any way. As a consequence, wideband and ultra-wideband ranging methods
are able to operate in parallel to the established Gen-2 protocol.

The basic principle of operation for wideband and UWB ranging is shown in Fig. 5.1 using
IR-UWB as an example. The radar setup emits an (ultra-)wideband signal which is reflected

UHF Reader
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Tag

environm. reflection (random, time-variant)

TX
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ro

to
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power, communication (e.g., Gen-2)
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unmodulated refl.

(a) basic principle of operation

4W

−41.3 dBm/MHz

0.9 3.1 4.8
f [GHz]

(b) parallel operation of UHF RFID at 900 MHz and the
UWB radar in the UWB frequency band

Figure 5.1: Basic principle of operation for UWB ranging systems using an impulse-radio UWB radar as
example. (©2010 IEEE/IET, [136])

by the tag during normal operation. Separation from the generally time-variant environment
(decluttering) is performed by detecting the backscatter modulation in the received UWB signal.
Tag modulation in the UWB frequency range can be enabled by using two distinct antennas and
modulation transistors for UHF and UWB, as shown later in this chapter. It is important to
note that the tag does not process the UWB signal sent by the reader in any way. Consequently,
the system requires only minimal changes in tag design and does not drain the tag’s power
supply. Note that this method is different from semi-active UHF/UWB tags, which actively
transmit a UWB signal. See Section 5.1.3 for a short overview of such UHF/UWB hybrids.

Candidate frequency ranges for wideband and ultra-wideband UHF RFID tag localization are
listed in Tab. 5.1, including permitted transmit power levels, bandwidths, and the corresponding
spatial resolutions.

Frequency Band BW Resolution TX Power

[MHz] [MHz] [m] [dBm/MHz] System

2400 − 2480 80 1.8 −9 FMCW
5725 − 5875 150 1.0 −8 FMCW
3100 − 10600 ≥500 ≤0.6 −41.3 IR-UWB, FMCW

Table 5.1: Frequency bands and spatial resolution for wideband and ultra-wideband ranging. Permitted TX
power levels are simplifications; see [232, 233] for details on spectral regulations in Europe and
the United States.

48 subject to local regulations
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In contrast to narrowband ranging methods, the spatial resolution of (ultra-)wideband meth-
ods is typically below the maximum range of UHF RFID systems. This resolution is an upper
bound on the ranging error if (and only if) the LOS component is correctly identified. It can be
calculated via

dres = c/(2B) (5.1)

where c is the speed of light and B is the signal bandwidth. Considerably lower errors than
suggested by this bound can be reached if the LOS is well isolated and the noise level is low,
cf. [76,82]. Unfortunately, as there are reflectors within a few centimeters of the tags (e.g., the
products on which the tags are placed), the LOS is rarely fully isolated in UHF RFID systems
even with several GHz of bandwidth (see Section 5.3). Consequently, dres is not necessarily an
upper bound on the error in UHF RFID ranging. See Section 5.3 and [137] for details.

5.1.1 Signal Analysis Method for Impulse-Radio Ultra-Wideband Ranging

IR-UWB ranging works by detecting the time variance caused by tag modulation in the channel
impulse response (CIR), as illustrated in Fig. 5.2. While modulating, the tag essentially switches

channel estimates (CIRs) over time

time, t

|C
IR
|

|C
IR
|

|C
IR
|

|C
IR
|

ττττ

τ

LOS

h2

h5

h7

time-series of individual
channel taps

t

t

t

h2(t)

h5(t)

h7(t)

projection of all time-series
onto the tag modulation

|corr{hi(t), sm(t)}|

pre-cursor
LOS

NLOS

Figure 5.2: Analysis method for IR-UWB ranging. The development of each channel tap over time hi(t) is
correlated with the known tag modulation signal sm(t). The first arriving component that shows
this modulation is the LOS distance.

between match (little reflection) and mismatch (large reflection). As a consequence of this
backscatter modulation, the tap of the CIR that corresponds to the shortest path to the tag
and subsequent taps (multipath propagation on the return link) will show the modulation. This
known time-variance can be detected by evaluating each multipath component over time. The
protocol link to the reader ensures that the tag reply is known to the UWB radar and thus
can be used for the detection of the backscatter modulation in the CIR, cf. Fig. 5.1(a). The
detection of the tag reply can for example be performed by filtering (correlating) the recorded
channel taps over time with the known tag reply. Any time-variance that is not caused by
the tag modulation is attenuated by the filtering. No special ranging signals are necessary for
this method, since the correlation can be performed with any tag reply. Finally, because the
recorded tag reply is used for the correlation, the tag’s frequency instability (cf. [1]) does not
pose a problem.

Preliminary proof-of-concept measurements for this method can be found in Section 5.2.
Fig. 5.3 shows an example based on these measurements. The left plot shows the recorded
PDPs for matched and unmatched states of the tag antenna while the right plot shows the
extracted differences. The dashed line in both plots marks the true backscatter path length. As
can be seen, the profiles start to differ at the shortest path to the tag.
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Figure 5.3: Example PDPs and modulation extraction for the IR-UWB method, based on the proof-of-concept
measurements discussed in Section 5.2. The difference in the PDP plot (a) has been increased
by a factor of 20 to increase visibility; plot (b) shows the true difference.

5.1.2 Signal Analysis Method for FMCW Radar

Frequency-modulation continuous-wave (FMCW) systems operate by sending a chirped carrier
that is at the same time used for demodulation of the received signal. The propagation delay for
the received signal creates a frequency offset between the demodulation signal and the received
signal, with longer propagation delays leading to a higher frequency offset. This principle is
illustrated in Fig. 5.4. The power-delay-profile is thus mapped to a frequency range of a few

|CIR|

τ
τ1 τ2

TX/demod.

RX

RX

t

t

t

τ1→

τ2→

f1

f2

f1 f2

|echo profile|

fm

feedback modulated

f

∆fLOS,FM

Figure 5.4: Principle of FMCW ranging. The chirped signal maps propagation delay (τ) to the frequency
domain, forming the echo profile. Modulation creates “sidebands” of the backscatter CIR in the
echo profile, centered around the modulation frequency fm. The spacing between the upper and
the lower “sideband” corresponds to the LOS distance.

kHz (depending on the sweep properties), forming the echo profile. Assuming, for example, a
linear (sawtooth or triangle) frequency sweep covering a bandwidth of BFM = 100MHz within
a sweep time of TFM = 1ms, the mapping of delay τ to frequency f is

∆f/∆τ = BFM/TFM = 100Hz/ns. (5.2)

The corresponding time-domain signal can be sampled with high resolution, since only sampling
frequencies in the MHz-range are required for feasible sweep rates and indoor propagation de-
lays, cf. [80, 193]. A continuous sinusoidal backscatter modulation creates two “sidebands” of
the backscatter channel impulse response in the echo profile, centered around the backscatter
modulation frequency fm. The spacing between the upper and the lower “sideband” corresponds
to the LOS distance between the transmitter/receiver antenna and the tag [73,78],

dLOS =
c ∆fLOS,FM TFM

4 BFM
. (5.3)

Both sidebands are used here because the modulation frequency of the tag has high tolerances
(up to 22%, [1]) and is thus unknown.

A thorough derivation of FMCW radar can for example be found in [78]. Extensions to
semi-passive UHF backscatter transponders have been published in [67,71,73]49 .

49 The transponders in these papers feature a stable continuous modulation. This is not possible with fully
passive UHF RFID transponders, cf. [1]. [73] additionally uses a cable as channel to the transponder.

– 140 –



5.2 Impulse-Radio Ultra-Wideband: Proof-of-Concept

5.1.3 Semi-Active UHF/UWB Hybrids

Semi-active tags obtain their power from the field, but transmit actively, i.e., not by backscatter
modulation50. Typically the uplink (tag→reader) is replaced by the UWB link, while energy
harvesting and the downlink (reader→tag) remain in the RFID band. A UHF/UWB hybrid
system is currently being developed at the KTH in Sweden [97–99, 189, 234, 235], for example.
A similar system is also used by the US company Tagent51 (first announced 2009). Tagent’s
chips have integrated antennas and harvest energy at 5.8GHz, while transmitting data in an
ultra-wide bandwidth at 6.7GHz.

5.2 Impulse-Radio Ultra-Wideband: Proof-of-Concept

The first proof-of-concept measurement for the above-mentioned IR-UWB method has been
performed in the SPSC’s RF-lab, an enclosed room similar to the SPSC Salon, cf. Fig. 2.18.
The room has three concrete and one plasterboard wall, and contains several highly reflective
surfaces such as large metal conduits, reflective windows, and a large whiteboard. A floorplan
and a photograph of the setup can be found in Fig. 5.5. The antennas used for this measurement
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Figure 5.5: Measurement setup for IR-UWB proof of concept. Nine “tag” positions inside SPSC’s RF-lab
are analyzed using a network-analyzer-based setup (small room; semi-industrial).

are omnidirectional UWB batch antennas, see [236, Fig. B.5(a) on p. 86] . Two such antennas
are connected to a VNA, functioning as transmitter and receiver (3−6GHz). A third patch
antenna acts as the “tag” antenna. As UHF RFID tags with an additional UWB antenna were
not available at the time of the measurements, the tag modulation was simulated by manually
switching between short and match at the “tag” antenna port.

Measuring short and match independently is not an ideal setup. The ever-present slow time-
variance of wireless channels (small movement, temperature drifts, ...) cannot be suppressed
in the extracted multipath components for such measurements. Moreover, the necessity to
exchange short and match terminators at the antenna ports makes entering the room and long
measurement cycles necessary. Both increase the noise caused by time-variance. On the other
hand, the VNA features a dynamic range that cannot be reached with UWB receivers (see
Section 5.4). The presented measurements should thus be seen as qualitative results only.

50 Conversely, semi-passive tags are battery-supplied, but transmit data via backscatter modulation.
51 http://www.tagent.com
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The extracted modulation information for the first six positions is shown in Fig. 5.6. As
explained above, the estimated LOS distance corresponds to the first component that shows the
modulation and is thus significantly above the noise floor. The choice for the first two positions
is obvious and the error is minimal. For all the other positions, the chosen component would
likely not be the true LOS path. For position 5, for example, the component at 5.5m would
likely be chosen, thus leading to an error of 40 cm (8%). Note that this error exceeds the spatial
resolution of this system (3GHz bandwidth ⇒ 10 cm resolution).
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Figure 5.6: UWB signal analysis for positions 1–6 (good to medium KLOS). The first significant component
is the estimated distance; the true LOS distance is marked by a filled stem. Bandwidth: 3GHz.

A benefit of IR-UWB ranging is the possibility to trade resolution for robustness. Positions 8
and 9, for example, are close to two major reflectors (whiteboard and door); the LOS to position
9 is additionally blocked in part by a computer screen. As a consequence, the LOS to position
9 in particular is hard to detect with the full bandwidth of 3GHz, cf. Fig. 5.7 (upper row).
Reducing resolution solves this problem, as demonstrated by the lower row of Fig. 5.7. Here the
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Figure 5.7: UWB signal analysis for positions 7 through 9 (bad KLOS). The first significant component
is the estimated distance; the true LOS distance is marked by a filled stem. Upper row plots:
bandwidth 3GHz. Lower row plots: average of six sub-channels with 500 MHz each.

full bandwidth of 3GHz (10 cm resolution) is separated into six sub-channels with 500MHz each
(resolution: 60 cm). The sub-channels are subsequently averaged, which boosts the modulation
components. In essence, the system can adaptively increase its dynamic range by sacrificing
resolution.
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5.3 Ranging Accuracy in Portal Applications

The following performance analyses for FMCW and IR-UWB ranging are based directly on
the portal measurements discussed in Section 2.3.3. A photograph and a generic schematic of
the measurement setup are shown in Fig. 5.8. See Section 2.3.3 and [132] for channel-specific
analyses of this environment.

(a) photograph (empty portal), cf. [137, Fig. 3]
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Figure 5.8: Photograph and schematic of the “NXP gate” measurements (see Section 2.3.3).

The channel measurements have an extremely high dynamic range of at least 100 dB (max.
125 dB, see [237]) and also a very low noise floor (around −150 dBm), cf. Section 2.3.1. The
presented results should thus be seen as lower bound for the error that is reached for long-
term averaging (high processing gain) and perfect feedback suppression. Results for IR-UWB
ranging have been taken directly from the LOS detection on the backscatter channel, cf. [131],
while results for FMCW ranging are simulation-based, using the measured transfer functions
but neglecting noise. The simulations have been performed by Gang Li, a PhD student at the
Institute of Electrical Information Technology (IET) of Clausthal University of Technology52.
Further results have been published in a joint paper between IET and SPSC [137].

The portal environment is characterized by strong reflections close to the tag. The most
prominent reflectors are the backplanes (especially in case of metal backplanes) and the floor,
cf. Sections 2.2.1 and 2.3.3. The minimum distance53 of tags to these reflectors is roughly
25 cm. This results in a path length difference of 50 cm between the LOS and the strong NLOS
component created by the gate reflection, see Fig. 5.9(a).

The floor reflection, on the other hand, can be as close as 2 cm to the LOS path, as illustrated
in Fig. 5.9(b). Resolving this reflection would thus require at least 7.5GHz of bandwidth,
according to (5.1). Another reflection that is extremely close to the LOS path (down to a few
millimeters) is created by the product to which the tag is attached. Even though resolving such
reflections is not necessary in terms of spatial resolution, strong and dense reflections close to
the tag might cause the LOS detection of any (ultra)-wideband system to miss the actual LOS
path and lock onto the next strongest reflection instead. This is particularly the case if the
LOS is attenuated in some way (e.g., by the transmitter gain pattern), cf. Fig. 5.10. As the
LOS condition of a stray read cannot be predicted beforehand (it could even be NLOS), the
ranging/localization system also has to deal with such hard-to-detect LOS components.

52 http://www.iei.tu-clausthal.de
53 safety distance to backplanes/antennas for reflections in the backplanes and/or the height of a EURO pallet

plus some margin in case of floor reflections
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Figure 5.9: Illustration of LOS and closest NLOS path lengths (strong reflectors).
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Figure 5.10: Hard-to-detect LOS (reflections close to an attenuated LOS plus strong gate reflections). Note
that the LOS is no longer visible at B = 150 MHz.

The resulting ranging errors for the empty portal and different systems/bandwidths are shown
in Fig. 5.11. The bottom left transmitter is active for these plots. The upper left quadrant of
the portal in particular is poorly illuminated by this transmitter (gain patterns can be found
in Fig. 2.14 on page 52). Consequently, the error is largest in this area. Note that the spatial
resolution is reached for all methods, but also that the error is considerably smaller than this
bound when the tag is directly in front of the transmitter.

Similar results can be observed if the tag antennas are attached to the liquids pallet, see
Fig. 5.12. The pallet even has a positive effect on the ranging errors for smaller bandwidths,
because it blocks the extremely strong gate reflection. This can be seen by comparing the plane
closest to the transmitter in Fig. 5.11(a) to the plane in Fig. 5.12(a). (The relatively constant
error of 50 cm for the 80MHz bandwidth is likely caused by the floor reflection.)

Cumulative distribution functions of the absolute ranging error for all methods and band-
widths are provided in Fig. 5.13(a) for the empty portal and Fig. 5.13(b) for the portal with
the liquids pallet. Only TX2 has been considered for the pallet measurements, since TX1 does
not have a clear line-of-sight54. Note that some ranging errors exceed the respective spatial
resolutions for all methods except the IR-UWB ranging. This is not an inherent flaw of the

54 This would lead to an unfair comparison due to the NLOS bias.
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(a) FMCW, 80MHz (resolution: 1.9m)
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(b) FMCW, 150 MHz (resolution: 1 m)
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(c) FMCW, 500 MHz (resolution: 60 cm)
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(d) IR-UWB, 600 MHz (resolution: 50 cm)

Figure 5.11: Absolute range error [m] for different methods/bandwidths inside the empty portal with metal
backplanes. The bottom left transmitter is active (marked orange).
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(a) FMCW, 80MHz (resolution: 1.9m)
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(b) FMCW, 500 MHz (resolution: 60 cm)

Figure 5.12: Absolute range error [m] for different bandwidths inside the portal with metal backplanes and
tags attached to the liquids pallet (pallet indicated by the mesh). The bottom left transmitter is
active (marked orange).

FMCW method, but simply a matter of LOS detection. The IR-UWB method uses the LOS
detection implemented for the analysis of these measurements and is thus specifically designed
to deal with hard-to-detect LOS components such as the one in Fig. 5.10. The FMCW system’s
LOS detection, on the other hand, was designed for directive links, cf. [78]. It assumes a strong
LOS, which is often not the case in the UHF RFID gate environment, cf. Section 2.3.3.
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Figure 5.13: Cumulative distribution functions of the absolute range error for different methods/bandwidths.
The vertical lines mark the spatial resolutions.

Ranging errors of below 1m are necessary in order to correctly classify a tag to the portal55.
Errors exceeding this value might cause a tag to be falsely classified to the adjacent portal. In
theory, this maximum error corresponds to a bandwidth of at least 150MHz. Note, however,
that only 50% of the measured positions in the empty portal fulfill this requirement at 150MHz
bandwidth. This is caused by false positives in the LOS detection for hard-to-detect LOS
components, cf. Fig. 5.10. While the LOS can still be identified in this PDP with UWB
signals, the initial slope is already completely flat for 150MHz, making a correct LOS detection
impossible. Since a correctly identified LOS component implicitly requires that the spatial
resolution (dres) forms an upper bound on the error, 50% of the assumed LOS positions are
incorrect for 150MHz FMCW.

Systems with ultra-wide bandwidths are still able to isolate the LOS component under these
conditions, leading to a considerably better performance. In contrast to FMCW with 80 and
150MHz bandwidth, almost 100% of the errors for ultra-wideband FMCW are below 1m and
80% are below the spatial resolution. A LOS detection method better suited to this environment
will likely set this to 100%, just like for the IR-UWB method.

5.4 Towards an Implementation

[This section has been temporarily removed. Please contact me at daniel.arnitz@ieee.org .]

55 assuming 50 cm spacing between the portals plus 25 cm safety distance of a tag to each portal wall
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6 Conclusion

6.1 Summary of Scientific Results

The central conclusion, after almost four years of research on tag localization in UHF RFID, is:
UHF RFID is not designed for localization. Narrowband signaling, massive multipath propa-
gation, unstable backscatter modulation, and high tag throughput are all conflicting with vital
requirements for accurate localization.

Within the limits of EPCglobal Class-1 Gen-2, zonal classification using large arrays, as imple-
mented by RF Controls56 or Mojix57, is the only feasible option. However, accurate localization
of a single tag at an unknown position requires careful calibration, several arrays, and a lot of
time. Both companies are quite cagey when it comes to performance measures, so it is ultimately
unknown how accurate and also how robust their respective systems are.

If a tag should be located within ±10% of the true range and within 1ms in typical UHF
RFID scenarios (as defined in the requirements for this thesis project), an extension of the
system is necessary, using dedicated and more wideband ranging signals. Candidates for this
extension are listed and evaluated in Tab. 6.1.

MFCW FMCW-WB FMCW-UWB IR-UWB

multipath propagation critical robust immune immune

unmodulated feedback robust problem critical critical

unstable tag modulation immune critical critical immune

noise immune robust problem critical

tag complexity low moderate moderate moderate

reader complexity low moderate high very high

— Legend —

immune: method is inherently immune problem: countermeasures are complex or semi-effective

robust: countermeasures are effective critical: might be impossible to solve (no-go)

low: state-of-the-art RFID equipment high: lab/radar equipment

moderate: state-of-the-art, but expensive very high: lab/radar equipment, complex to implement

Table 6.1: Summary — vulnerability of ranging methods to channel and system properties.

The narrowband MFCW, discussed in Section 4.2, can be implemented at low cost and is
immune to most system properties, but requires an environment with little multipath propaga-
tion. It is, furthermore, the only method capable of ranging standard Gen-2 tags in realistic
environments.

Wideband FMCW is the best option for robust portal classification. However, the vulnera-
bility of FMCW radar to unstable backscatter modulation has to be addressed first. Ultra-wide
bandwidth FMCW is likely not a feasible option, since it essentially combines the vulnerabilities
of FMCW and UWB systems. Both versions of FMCW-based ranging are analyzed in Chapter 5.

Impulse-Radio UWB is the method of choice if highly accurate localization is desired. It is
discussed in detail in Chapter 5. Unfortunately, this method is likely to be complex to implement.
Moreover, its vulnerability to self-interference and noise limits its applicability. Installing IR-
UWB ranging systems in portals, which combine high levels of feedback and the necessity for
fast measurements, may not be feasible from today’s point of view.

In order to achieve robustness under realistic conditions, several estimates of the tag’s location
have to be combined for all localization methods. These estimates can be obtained by consecutive
measurements (tracking), by combining different methods (concurrent estimates of range and
angle of arrival, for instance), or by incorporating prior information (floorplans, statistics).

56 http://www.rfctrls.com
57 http://www.mojix.com
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6.2 Own Contributions

To sum up and to answer the central research question of this thesis: Is it possible to accurately
determine the position of passive UHF RFID tags in typical applications and within the boundary
conditions of passive UHF RFID systems?

No, it is not. Not within the limits of UHF RFID. It is, however, possible to accurately
localize a UHF RFID tag if the system is extended to facilitate (ultra-)wideband localization.
Essentially, tag localization in UHF RFID is feasible. It just does not come for free...

6.2 Own Contributions

The main contributions of this work are outlined by the chapter structure: wideband chan-
nel modeling, the PARIS simulation framework, an in-depth discussion of multiple/stepped-
frequency continuous-wave radar, and the extension of localization in UHF RFID to (ultra-)wide
bandwidths.

Channel modeling in UHF RFID has never before been seen from a wideband point of view.
EPCglobal Class-1 Gen-2 is narrowband, so why deal with the complexities of wideband or even
ultra-wideband channel modeling? Being part of an ultra-wideband group provided me with
a unique perspective and of course also access to high-end lab equipment. First and foremost,
we have been able to show that established channel models in UHF RFID are insufficient for
localization purposes, especially when considering bandwidths exceeding a few MHz. It has
also been shown that the line-of-sight path is not dominant in classical UHF RFID scenarios,
invalidating the most common assumption regarding UHF RFID tag localization. Moreover,
apart from modeling the UHF RFID channel in detail, we have also been able to extend the
theory of wideband backscatter channels. This extension includes expressions for the backscatter
average power-delay-profile as well as approximations for wideband parameters of the backscatter
channel based on their counterparts in the constituent channels.

The PARIS simulation framework is also a contribution to the scientific community. The
hybrid channel model and the tag reflection coefficient model in particular are highlights within
this framework. It is our hope that these models will be useful and valuable to other groups
working on indoor localization or in the field of UHF RFID. As an open-source software, it can
be used and continuously developed by researchers all over the world. Currently, ten research
institutes and one company on three continents are registered users.

Multi-frequency continuous-wave radar was the first analyzed ranging method in the context
of this thesis. Even though the idea of phase-based continuous-wave ranging is of course not a
new one, the detailed analysis with respect to indoor ranging is. Note that we, too, assumed
that the LOS path is dominant in this first analysis. Unfortunately, UHF RFID is not used
in medium to light multipath environments, but in severe ones which are challenging even for
wideband and ultra-wideband localization. Following this realization, the research on more
wideband methods was intensified.

Within this thesis, requirements have been defined for wideband and ultra-wideband tag
localization based on channel and system properties, challenges and limiting factors have been
identified, and possible solutions have been provided. Based on measurements, it has been shown
that UWB-based passive tag localization is feasible in principle. The same measurements have,
however, also shown that the UHF RFID channel is challenging even for UWB ranging methods,
and that the (ultra-)wideband property alone is insufficient to guarantee accurate localization
even when noise is negligible.

The research on (ultra-)wideband passive tag localization using FMCW or IR-UWB is still in
its initial stage. The contribution of this work is the analysis of wideband and ultra-wideband
ranging from an RFID perspective, thus also taking into account the challenging scenarios in
UHF RFID as well as inherent system properties such as the extreme instability (from a radar
point of view) of the tag clock.
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6 Conclusion

6.3 Future Research

Tag localization in passive UHF RFID was in its infancy at the beginning of this thesis project.
Even though it has definitely grown in the meantime, it is still immature. As a consequence,
challenging research on passive tag localization is still possible and necessary. Suggested topics
for future research can be categorized into three groups: reader and tag design, system design,
and simulator design.

Among these groups, reader/tag design is the most obvious, but also the most complex and
thus the riskiest choice. From today’s perspective, open research questions regarding tag design
include the ability for ultra-wideband backscattering as well as increasing clock stability (for
FMCW-based ranging). Research opportunities in reader design include an analysis of FMCW-
based ranging with respect to tag clock jitter and drift, and a feasibility study of IR-UWB
ranging. Both methods are critically vulnerable to at least one system or channel property that
cannot fully be compensated for. Hence reader design should ideally be accompanied by system
(re)design.

We suggest that the focus of system design should be on backend processing and (re)design
of the environment. Tag localization in passive UHF RFID is difficult not only because the
environment and the necessary tag throughput are challenging, but also because the entire
system design is devastating for localization. As such, a (partial) redesign of the portal concept
should be considered. The concept of zonal monitoring introduced by RF Controls and Mojix
may lead the way in this area.

Moreover, computational intelligence and classification is a field that did not receive a lot
of attention during the work on this thesis. Nonetheless, such backend processing offers a
potentially huge increase in robustness by suppressing poor estimates. Sensor fusion is another
keyword in this field. Most ranging systems can be combined, like UWB time difference of arrival
and UWB received signal strength, for instance. This, too, increases robustness, provided that
the estimates are not linearly dependent.

A lot of problems in UHF RFID are caused by the backscatter property of the system. In the
long run, addressing this core property might thus also be worth considering. Active transmission
of ultra-wideband pulses, for example, would almost instantly solve the ranging and thus the
localization problem in UHF RFID (while certainly introducing new ones). Hybrid UWB long-
range tags with UHF energy harvesting are currently under research, but still use way too much
power to be a real option. Removing the backscatter property is thus primarily a problem of
low-power tag design and highly efficient energy buffering on the tag.

The final group of topics, simulator design, offers synergetic effects especially when combined
with reader or system design. The framework was explicitly designed for research on tag local-
ization, so the models cover all effects that make this a challenging task. As such, the framework
is an ideal option for testing a ranging method without actually having to implement it on real-
time hardware. Further research on FMCW, for instance, can benefit from the unstable clock
generator already implemented.

The central models of the framework, especially the hybrid channel model and the tag detuning
model, are potential topics of research as well. A list of limitations of the currently implemented
models is provided in Section 3.2.4. These limitations are (mostly) hard to overcome, thus
providing an interesting challenge.
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A Polar Gain Patterns
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Figure A.1: Measured gain patterns of the UWB reader arrays used for measurements (TX1).
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Figure A.2: Measured gain patterns of the omnidirectional UWB tag antenna used for measurements.
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B Floorplan of SPSC Buildings
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Figure B.1: Floorplan of the buildings Inffeldgasse 16, 16b, and 16c (Graz Univ. of Technology) with marked
measurement campaigns. Source of floorplan: https: // online. tugraz. at (Apr. 2011).
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Figure B.2: Photographs of the building Inffeldgasse 16c (Graz University of Technology)
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C Simulator Internals

C.1 Known Issues and To-Do List for Future Builds

There are several known issues with the most current (development) version of the framework
(version prefix: alpha), listed below. As the self-tests have not been updated to include the most
current models, additional unknown bugs seem likely, especially in rarely used functionalities.
The list also contains nice-to-have features for future builds. For the full to-do list, please refer
to the commit logs of the SVN repository and/or the function headers.

• Major issues

◦ Virtual transmitters are not treated correctly by the gate simulation (sim_mfcw_gate)
in non-probemode. This problem affects the return link (tag→reader), the feedback
link (reader→reader), and the control flow (VTX is not activated with corresponding
TX). The CIRs of TX and corresponding VTX should be flattened in channel_main,
and sim_mfcw_gate should be updated accordingly.

◦ The directivity gain of the receiver is not excluded in ‘outdoor’ mode.
◦ Self-tests for the following functions are not up-to-date and have been deactivated:
channel_newpos, channel_surface, channel_main, reader_main, tag_main, and
mfcw_*.

• Minor issues / Missing features

◦ Channel model
– ability to use measured channel impulse responses loaded from file (this feature

was prepared, but never fully implemented)
– transmission model (absorption, delay)
– support for arbitrarily oriented surfaces
– support for asymmetrical gain patterns (“mirror” functionality)
– trace VTX and calculate gains automatically
– wideband/UWB extension of large-scale and directivity model
– version of channel_small with equidistant sampling

◦ Tag model
– time-variant implementation of the tag power supply
– nonlinear implementation of the filterbank

◦ Reader model
– implement missing ranging functions
– implement decoding
– single-sideband reader modulation creates overshoots

◦ Core framework / other functions
– version_system: extract function version from function header (changelog)
– ripple measurement and time-variant modulation depth in linktiming_reader

The open-source versions of the framework are partial branches of the development version.
Version beta 1.0 is stable and self-tests cover the entire framework. Beta 1.0, on the other hand,
does not feature virtual transmitters or the antenna detuning model (see below). Version beta
2.0 and 3.0, released in September 2010 and at the end of this thesis work respectively, are
unstable testing releases. A list of known issues for the open-source framework can be found on
the simulator homepage [127].
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C.2 Available Characteristics Files

Characteristics are lookup tables stored in .mat-files. They are used to describe the output
behavior of a modeled component for some input. Characteristics should always be loaded by
loadmat. Apart from loading the .mat-file, this function maintains the buffer used to speed up
processing and collects version information from the loaded files.

Underlying data (mostly measurements, but also electromagnetic solver results, etc.) is stored
in .mat-files starting with meas. This data is used by the simulator’s characteristics generators.
There are four groups of characteristics: Tag (tagchar *), channel (channelchar *), reader
(readerchar *), and system (syschar *). A complete list of characteristics and measurement
data files can be found in Tabs. C.1 and C.2 respectively.

Note that some pre-calculated characteristics are not part of the open-source framework due
to their file size (several gigabytes). However, these characteristics can be recalculated without a
problem if needed, since all characteristics generators and the underlying data sets are included.

File Models Description

meas_antenna_* antenna directivity directivity patterns for all used antennas (Intermec IA39B, Vi-
valdi and Vivaldi arrays, UWB tag antenna, dipoles)

meas_tag_agc tag demodulator internal demodulator signals (envelope and peak) for NXP
UCODE G2XM; generated by circuit simulations

meas_tag_picmin tag pwr supply minimum operational power of a NXP UCODE G2XM chip
(tag sensitivity); measurement data

meas_tag_vdda tag pwr supply power supply / limiter characteristic for three different versions
of the G2XM chip; measurement data

meas_tag_za_* tag modulator antenna impedance of the modeled NXP UCODE general pur-
pose reference antenna (different versions); generated by an
electromagnetic field simulation software

meas_tag_zic tag modulator chip impedance of the modeled NXP UCODE G2XM over fre-
quency and power (unmodulated state); measurement data

meas_tag_zmod-act tag modulator modulation impedance of the modeled NXP UCODE G2XM
over frequency and power, simulating an active tag (modula-
tion possible below the minimum power threshold); measure-
ment data

meas_tag_zmod-psv tag modulator modulation impedance of the modeled NXP UCODE G2XM
over frequency and power, passive tag (modulation not possible
below the minimum power threshold); measurement data

Table C.1: List of measurement data files and their origin.
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File Description

channelchar_directivity_* antenna directivity patterns for all used antennas (Intermec
IA39B, Vivaldi and Vivaldi arrays, UWB tag antenna, λ/2 and
λ/4 dipoles)

readerchar_transmitter power amplifier characteristic (nonlinearity)

tagchar_demodulator automatic gain control (AGC) characteristic and RC lowpass filter
coefficients

tagchar_modulator_adsm mapping of assembly and detuning states for tag reflec-
tion coefficient characteristics to settings of detuning and as-
sembly mismatch model (see Section 3.3.1); generated by
tagchar_modulator_basevectors.m

tagchar_modulator_fb channel filter coefficient vectors for tag reflection coefficient filter-
bank (see [219]); generated by tagchar_modulator_filterbank.m

tagchar_power tag power supply characteristic (power supply voltage vs. chip
power)

tagchar_modulator_b-p2a-sim_* tag reflection coefficient intended for the simulator; low-Q an-
tenna; for a mapping of detuning/assembly states to values see
tagchar_modulator_adsm

tagchar_modulator_c-p2a-sim_* tag reflection coefficient intended for the simulator; high-Q an-
tenna; for a mapping of detuning/assembly states to values see
tagchar_modulator_adsm

tagchar_modulator_c-p2a_a-light tag reflection coefficient used for the analyses in [128] (assembly
mismatch); not suitable for the simulator

tagchar_modulator_c-p2a_d-light tag reflection coefficient used for the analyses in [128] (antenna
detuning); not suitable for the simulator

tagchar_modulator_c-p2a_ad-light* tag reflection coefficient used for the analyses in [128] (antenna
detunings and assembly mismatch); not suitable for the simulator

syschar_sparsefir_<host> performance characteristics of a host machine regarding the
sparse-FIR filtering operation performed by channel_main (see
Section 3.4)

Table C.2: List of characteristics files.
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C.3 Example Self-Test Log

1 Created on 05-Feb -2011 17:24:20

2
3 *******************************************************************************************************

4 * Versions :

5 This is version_system .m (rev .: alpha 1.11 | svn -rev .: 183 | svn -status: " ")

6 ... SVN is available (version 1.5.1)

7
8 Printing status of all .m-files in /afs/spsc .tugraz.at/user /arnitz/spr/simulator and subdirectories

9 sorted by filename (85 files total ):

10 channel_directivity .m (rev .: alpha 1.2 | svn -rev .: 183 | svn -status: " ")

11 channel_large .m (rev .: alpha 1.5 | svn -rev .: 183 | svn -status: " ")

12 [...]

13
14 *******************************************************************************************************

15 * Reader:

16 = reader_oscillator **

17 Using results_reader_oscillator .mat (created by results_reader_oscillator .m, rev .: alpha 2.0)

18 - 100 setup (s) "clean carrier"

19 checking frequency +/-0.01%, phase +/-0.01 deg , and amplitude +/-0.1%

20 ... passed

21 - 100 setup (s) "frequency instability "

22 checking frequency instability +/-2%

23 ... passed

24 - 100 setup (s) "additive noise "

25 checking SNR +/-0.5 dB

26 ... passed

27 [...]

28
29 *******************************************************************************************************

30 * Channel :

31 = channel_newpos **

32 checking distances +/-0.01%, angles +/ -0.0001 deg ,

33 Using results_channel_newpos .mat (created by results_channel_newpos .m, rev .: alpha 1.0)

34 - 200 setup (s) "LOS /Direct"

35 additional check : K-factor and RMS delay spread +/ -0.01%

36 ... passed

37 - 100 setup (s) "NLOS "

38 ... passed

39 [...]

40
41 *******************************************************************************************************

42 * Tag :

43 = tag_modulation **

44 checking power levels and supply voltage (pav , pin , pic , vdda ) +/-5%

45 checking [avg +/-, std <=]: magnitude [0.01, 0.005], phase [0.1, 0.05] deg , LF [1% + nfft , 0.1%]

46 checking leading t0 +/-5% + nfft /2 and trailing t0 +/-5% + nfft /2 + tclk (jitter)

47 Using results_tag_modulation .mat (created by results_tag_modulation .m, rev .: alpha 2.5)

48 - 20 setup (s) "modulate "

49 ... passed

50 - 20 setup (s) "filter"

51 additional check : checking chip input impedance Zic +/-1%

52 ... passed

53 - 7 setup (s) "exception handling "

54 ... passed

55 [...]

56
57 *******************************************************************************************************

58 * Ranging :

59 = multi -frequency -continuous -wave ranging (mfcw_addseccarrier , mfcw_compsel , and mfcw_calcdist ) ***

60 checking estimated distance +/-5%

61 Using results_mfcw .mat (created by results_mfcw .m, rev .: alpha 1.1)

62 - 25 setup (s) "ideal carrier modulation "

63 ... passed

64
65 *******************************************************************************************************

66 * Main :

67 = reader_main and tag_main (top -level functionality ) ***

68 Using results_main_reader_tag .mat (created by results_main_reader_tag .m, rev .: alpha 1.3)

69 - 5 setup (s) "data R->T"

70 checking sent data for equality and decoded timings (tari , rtcal , and trcal ) +/-5%

71 ... passed

72 - 5 setup (s) "data T->R"

73 checking type of encoding and presence of pilot tone ; checking LF +/-5% + nfft

74 Warning: no checks of sent data (reader_decoding not yet implemented )

75 ... passed

76 - 3 setup (s) "MFCW "

77 checking distance +/-5% (compensating expected tag phase shift )

78 ... passed

79
80 *******************************************************************************************************

81 * RESULT:

82 Reader: 0 error (s)

83 Channel: 0 error (s)

84 Tag: 0 error (s)

85 Ranging: 0 error (s)

86 Main : 0 error (s)

87
88 Legend:

89 ** statistical test (not all possible setup combinations covered)

90 *** low test coverage (not all parameters tested)

Listing C.1: Example log created by main self-test script, selftest main.m (abridgement).
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Abstract—A chip manufacturing process requires extensive
support of CAD-tools in order to predict the behavior of the
embedded circuitry and to ensure the intended system function-
ality. Past experience shows that the overall performance of UHF
RFID systems is mainly limited by multipath propagation and

detuning. In this context, system-level simulations are vital to
assess the overall performance and improve the embedded circuit.
We present a simulator framework capable of handling chip-
level tag models, fading MIMO radio channels, and interrogator
building blocks on signal level. It is based on highly flexible
behavioral tag-models instead of highly accurate but static ASIC
models. In contrast to other UHF RFID simulators, it is explicitly
designed to handle wideband signals, fading channels, nonlinear-
ities, and detuning effects. The simulator is currently used to
develop and evaluate the performance of ranging and realtime
channel estimation systems. The presented results emphasize
the feasibility of our framework in the evaluation of a range
estimation approach between a standard UHF RFID transponder
and an interrogator.

Index Terms—UHF RFID, system modeling, nonlinear sys-
tems, simulation, wideband channel, multipath channel, detuning,
ranging

I. INTRODUCTION

Current developments in UHF RFID are mostly driven by

cheaper transponder chip implementations and by increasing

the read range (cf. [1]). These are market relevant aspects,

since in 2005 and 2006 major retailers announced to replace

barcodes by RFID tags [2]. It is an open secret that multi-

path propagation and detuning are significant challenges in

this process. Consequently, average performance in multipath

environments became a major issue.

In order to estimate the performance of existing implemen-

tations and to accelerate and simplify development processes,

simulation tools for passive UHF RFID [3]–[5] were explicitly

designed to analyze state-of-the-art systems. As spectral masks

and permitted frequency bands are quite strict ([2], [6]), these

simulation architectures only feature narrowband models. Fur-

thermore, just the simulator presented in [4] supports fading

channels. Although a narrowband assumption is an obvious

choice for the analysis of today’s systems, next generation

RFID might take advantage of the benefits of wideband and

multiband systems in multipath environments.

The presented simulator framework is specifically designed

to support the development and verification of wideband and

ultra-wideband (UWB) system components in fading envi-

ronments. Furthermore, it is designed to handle arbitrary tag

properties, which cannot be provided by ASIC simulators like

the architecture described in [3].

This document is organized as follows: Section II gives an

overview over the simulator structure and its purpose, while

Section III lists more specific details about the implementation

and limitations. Current simulation examples can be found in

Section IV. This Section also contains a signal model used for

these simulations and a brief outlook on future improvements.

Note that some parts of Section IV-A, including Fig. 7, appear

in [7].

II. OVERVIEW: GENERAL STRUCTURE / FRAMEWORK

A. Field of Application

The presented simulator is primarily designed to study

new system components that are far beyond state-of-the-art

technology or require reader/tag performance that can not be

achieved yet. As a key differentiator to other simulators as

proposed in [3]–[5], it is designed to handle wideband signals

in the presence of nonlinearities, fading, and detuning. So-

phisticated approaches like combined frequency-/time-domain

simulation [3] are difficult to handle and provide little gain in

terms of simulation performance under such circumstances.

Accordingly, our simulator is based on a straightforward

sampled time-domain approach written in Matlab.

Complexity is the major drawback of this implementation:

Due to the UHF (∼GHz) carrier and low data rates (∼kHz),

RAM usage is extensive. Block processing (cf. Fig. 1) is

applied to mitigate this drawback. The blocksize is variable

and typically chosen to be one data burst (e.g., a single com-

mand). Performance problems limit the use of this architecture

for protocol simulations (e.g., anticollision). However, such

simulations are not the primary field of application for this

simulator.

Currently the system is used to develop and test realtime

channel estimation systems in fading and nonfading environ-

ments; examples can be found in Section IV. Connected to

that problem is a major issue of the past years: ranging.
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Fig. 1. Block processing example (EPCglobal Class-1 Gen-2 protocol [8]).
Block I: The interrogator (reader) sends a QUERY command to the tag.
Block II: The tag answers with RN16, i.e., modulates a carrier that has been
generated by the reader. The signals are transmitted over reader→reader and
reader↔tag channels. In general, multiple readers/channels/tags are handled.

B. Structure Overview

The simulator is organized in two abstraction levels (see

Fig. 2) to simplify its handling. Top-level functions (*_main)

provide a simple interface for the user to build custom simu-

lation setups (e.g., a EPCglobal Gen-2 [8] protocol simulation

in a dense reader environment), while bottom-level functions

(reader_*, channel_*, tag_*) perform the actual opera-

tions. In that fashion even complex protocols and/or simulation

setups can be simplified to a few lines of code, making the

creation of new setups a matter of minutes. The main script

for the sequence shown in Fig. 1, for example, might look like

this:

% issue QUERY command

r_tx = reader_main(’query’);

t_rx = channel_main(’r->t’, r_tx);

tag_main(t_rx, ’query’);

% reply RN16

r_tx = reader_main(’carrier’);

t_rx = channel_main(’r->t’, r_tx);

t_tx = tag_main(t_rx, ’rn16’);

r_rx = channel_main(’r->r’,r_tx)+channel_main(’t->r’,t_tx);

reader_main(’rn16’, r_rx);

Most components, especially the tag building blocks, use

lookup tables to model their behavior. These tables form the

characteristics library. The library is able to support different

reader/tag types, although currently, it only holds the charac-

teristics of one type of tag and a basic reader.

Administrative work is done by several background modules

of the simulator, called core functions. This set of functions

handles exceptions, and performs version control and logging.

Furthermore, all major functions contain a parametric selftest.

These tests verify that all functions work within a set of

predefined parameters and thus ensure proper functionality of

the entire simulator, for example, after modifications.

III. IMPLEMENTATION DETAILS

The presented simulation environment has originally been

designed for ranging simulations, without emphasis on the

implementation details of an interrogator. Hence, most effort

has been spent on tag and channel models.

tag_modulation tag_powertag_decoding

tag_encoding tag_demodulation tag_clock

tag_main channel_main reader_main

“simulation setup”
(simulator main)

characteristics library

core

functions

parametric selftests

Fig. 2. Basic simulator structure: The complex bottom-level functions
(reader_*, channel_*, tag_*) are handled by simple top-level inter-
faces (*_main); the user can construct the “simulation setup” in an interpreter
fashion. All modules are verified by parametric selftests; core functions
manage function/characteristic versions, logging and exceptions.

command/encoding modulation transmitter

receiverdemodulationdecoding

oscillator

from sim. setup

to sim. setup

to signal

model

from signal

model

Fig. 3. Reader block diagram. Each reader in multireader environments is
treated separately. Signal model and simulation setup are defined by the user
in the “simulator main” script. A possible signal model is shown in Fig. 6.

In this Section, the “simulation setup” represents an overall

metalevel of a specific simulation, defined in the simulator

main script (cf. Fig. 2). Hence “sim. setup” in Figs. 3 and 5 is

a synonym for the simulated physical setup (e.g., tags moving

through a gate), the communications protocol (e.g., EPCglobal

Gen-2), additional signal processing algorithms (e.g., ranging)

and other high-level functions like user interaction.

A. Interrogator (see Fig. 3)

As mentioned above, the interrogator is implemented in a

simple and straightforward manner. The oscillator produces

a sine wave with arbitrary amplitude and phase instability,

plus additive noise. This signal can be modulated according

to the EPCglobal Class-1 Gen-2 standard [8] with cosine

rolloffs. Arbitrary wideband carrier signals are also possible.

The transmitter contains a nonlinear power amplifier and a

linear bandpass model of the antenna.

The receive path consists of a bandpass filter plus a power

splitter (receiver), and a standard zero-IF IQ demodulator with

complex output. This output is filtered, re-sampled, and quan-

tized (anti-aliasing-filter plus analog to digital conversion).

Encoding and decoding do not necessarily imply a com-

munications protocol like EPC Gen-2 in this context. For

example, these blocks could also represent a ranging method

like the modulation and analysis of UWB pulses.
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large scale model small scale model

additive noise

∆

∆

M N

N × MN × M

N

from

readers/tags

to

readers/tags

Fig. 4. Channel block diagram. Unlike reader and tag, the channel is XIXO
per definition (e.g. M readers, N tags). Also the reader to reader channel
K(ω, i) in Fig. 6 is modeled in this fashion (M = N readers).

B. Channel (see Fig. 4)

In order to allow the application of standard wireless mod-

els, a linear channel has to be isolated. Spectral shaping by the

reader may be (partially) located before the nonlinear power

amplifier in the transmit path and is thus not included in the

channel model. In order to keep the symmetry, spectral shaping

in the reader’s receive path is also excluded. Finally, the tag’s

reflection coefficient is also nonlinear and thus not covered

by the channel model. Accordingly, the downlink channel

starts after the power amplifier and stops at the reflection

coefficient. The other direction – the uplink channel – starts

at the reflection coefficient and ends at the reader’s power

splitter. As mentioned above, all channel models and their

implementations are XIXO (arbitrary number of inputs and

outputs) and wideband.

More precisely, the channel between two devices (e.g.,

reader/tag or reader/reader) consists of additive noise, a large-

scale and a small-scale model. The large-scale channel consists

of a log-distance model with optional log-normal shadowing.

The small-scale model implements a sampled version of the

average power-delay-profile described in [9] (model for short-

range indoor radio channels) with τ1 = 0. This model creates

Ricean fading characteristics for a single narrowband carrier.

The small-scale channel can be configured to use a randomized

or fixed power delay profile to model time-variant or time-

invariant environments.

C. Tag (see Fig. 5)

The entire observable behavior of the tag at signal level is

based on its reflection properties. This is why the reflection

coefficient model is considered to be the most important part

for the assembly of an accurate tag model. It is calculated

using measured and simulated chip and antenna data and

encompasses chip input impedance, modulation impedance,

antenna impedance, as well as detuning. This nonlinear (in-

cident power dependent), time-variant (modulation) and fre-

quency dependent (resonances) reflection coefficient is implic-

itly linearized for one block by the assumption of a short-

time stationary power, and modeled by a time-variant linear

filter using a polyphase filterbank [10]. A more detailed study

of a nonlinear implementation is currently conducted. Note

encoding

reflection/transmission

power supply

clock

demodulation decoding

to / from sim. setup

to/from

signal

model

Fig. 5. Tag block diagram. Each tag in multitag environments is treated
separately. Signal model and simulation setup are defined by the user in the
“simulator main” script. A possible signal model is shown in Fig. 6.

S1(t) S2(t)

S3(t)S4(t)S5(t)

SN (t)

SK(t)

S6(t)

SM(t)

K(ω, i)

H1(ω, i)

H2(ω, i)

T (ω, P (i), SM(t))

G(ω) +

Fig. 6. Used signal model: Reader to reader channel K(ω, i), reader to
tag channels H1(ω, i) and H2(ω, i), tag reflection coefficient T (ω, P, SM),
reader input stage G(ω), modulation signal SM(t), carrier level signals S1(t)
through S6(t), noise SN (t); i is the block index (→ block processing), ω is
the angular frequency, t is the time variable within one block

that detuning is not covered directly by the simulator, but

implicitly by selecting an appropriate reflection coefficient data

set. This way the functionality of the simulation framework is

independent of a specific detuning model.

Demodulator and power supply unit are based on lookup

tables stored in the characteristics library. The clock source

features arbitrary frequency instability and random initial

phase. Decoding and encoding are implemented according to

the Gen-2 protocol [8]; all other blocks have been modeled

using data provided by NXP Semiconductors.

IV. SIMULATION EXAMPLES / FUTURE WORK

A. Signal Model and Linearized Tag Model

The signal model currently used for simulations is shown in

Fig. 6. This drawing is limited to the communication between

one reader and one tag for simplicity; the simulator supports

multiple interrogators and multiple tags. Note that the signal

model is a part of the simulator main script and thus defined

by the user. All blocks except the tag reflection coefficient

are assumed to be short-time stationary for one block index i

(→ block processing).

The reader to reader channel K(ω, i) and the uplink and

downlink channels H2(ω, i) and H1(ω, i), respectively, are
modeled as linear filter channels; ω is the angular frequency.

K(ω, i) includes direct coupling as well as multipath feedback.

The tag reflection coefficient T (ω, P (i), SM(t)) is modulated
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ρ(ω, Pi)

∆ρ(ω, Pi)

∆ρ(ω, Pi)

modulated: M(ω, Pi)

unmodulated: U(ω, Pi)

tag’s physical behavior

Fig. 7. Tag reflection coefficient linearization: The tag’s physical behav-
ior during modulation is a nonlinear, time-variant, frequency- and power-
dependent curve. The linearized model assumes a fictive center value ρ(ω, Pi)
and a difference value ∆ρ(ω, Pi); only the endpoints are identical to the
original curve. The assumption of short-time stationary power P (i)=Pi

completes the linearization.

by SM(t) and, due to the assumption of short-time stationary

power P (i), implicitly linearized as follows:

On a physical level, the tag modulates data by varying

a modulation impedance. The reflection coefficient during

this process depends on the chip impedance, which itself

depends on the chip input power. This dependence causes

the reflection coefficient to be nonlinear. Furthermore, the

interaction between the time-variant impedances creates a

curved transition trajectory in the complex plane (cf. Fig. 7).

The linearization now first neglects everything but the end

points of this curve, introducing a center value ρ(ω, P ) and a

difference value ∆ρ(ω, P ). The end points are more important

here than the trajectory itself, because of the nearly square tag

modulation (either modulated or unmodulated).

modulated: M(ω, P ) = ρ(ω, P ) + ∆ρ(ω, P )

unmodulated: U(ω, P ) = ρ(ω, P ) − ∆ρ(ω, P )
(1)

Assuming an arbitrary modulation signal SM(t) satisfying

−1≤SM(t)≤1 we can approximate the time-variant tag re-

flection coefficient T (ω, P, t) by

T (ω, P, SM(t)) ≈ ρ(ω, P ) + SM(t) · ∆ρ(ω, P ) (2)

which is a simplified trajectory, but still power-dependent

and thus nonlinear. Assuming short-time-stationary power (one

block) P → P (i), the linearization is complete

T (ω, P (i), SM(t)) ≈ ρi(ω) + SM(t) · ∆ρi(ω) (3)

By assuming a symmetrical and zero-mean modulation (like,

for instance, a cosine), the center value ρ is identical to the

average reflection coefficient. As mentioned above, the tag’s

reflection coefficient is implicitly linearized by the assumption

of short-time stationary power.

B. Signal (+ Channel) Model Estimation

A typical characterization of the UHF RFID channel is

focused on narrowband signal analyses and receive power

700 750 800 850 900 950 1000 1050 1100 1150 1200

0

0.2

0.4

0.6

0.8

1

1.2

1.4

f [MHz]

|ρ
|,
 |

∆
ρ
|

 

 
theory (− −  semipassive)

estimate ρ

estimate ∆ρ

(a) magnitude

700 750 800 850 900 950 1000 1050 1100 1150 1200
20

40

60

80

100

120

140

160

180

f [MHz]

a
rg

(ρ
),

 a
rg

(∆
ρ
) 

[d
e

g
]

 

 
theory (− −  semipassive)

estimate ρ

estimate ∆ρ

(b) phase

Fig. 8. Example: Signal model estimation. A linear model of the tag’s
reflection coefficient is estimated for one power level. Estimation window
2ms per frequency, 100 kHz modulation frequency, AWGN channels with
known distances, feedback attenuation 32 dB, additive noise −82 dBm/Hz,
passive tag (functional, i.e., powered and continuous modulation possible
within approx. 740−1125MHz), typical assembly/detuning.

measurements (e.g., [11]–[14]). Short-range (< 10m) wide-

band channel measurements in the UHF frequency band are

rare ([15], cf. [16]–[18]). To our knowledge, wideband channel

measurements with typical UHF RFID setups (like gates) are

not publicly available in the literature.

Although a narrowband model is sufficient for product

development based on current standards and regulations, it is

limiting for research on next generation products. For instance,

ranging methods typically require a significant amount of

bandwidth to mitigate multipath interference effects. As a

consequence, narrowband models are not suitable, hence the

creation of a wideband channel model for UHF RFID is of

vital importance to this simulator and all related applications.

For example, the distance between interrogator and tag is an

inherent channel property. Estimating this distance (ranging)

is therefore identical to a channel estimation.

Currently, and as a pilot test prior to measurements, the

simulator is used to test methods to estimate and separate

channel from tag characteristics. A challenge for such an
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estimation is the nonlinearity of the reflection coefficient and

the fact that power measurements on passive tags are not

feasible, especially during normal operation. Any outside ob-

server, for instance, the interrogator, can only measure incident

plus reflected power. As the reflection coefficient and thus the

reflected power depends on the incident power, the inference

from observed on incident power levels is ambiguous. For

example, an observed power level of 1mW could be created

by 1mW incident power without reflection (perfect matching)

or by 0.5mW incident plus 0.5mW reflected power.

These simulations are based on the signal model shown in

Fig. 6; a first result is shown in Fig. 8: Assuming known

AWGN channels, the linear model of the tag’s reflection

coefficient, consisting of the average reflection coefficient ρ

and the difference value ∆ρ, is estimated by hopping the

carrier frequency. The hopping creates short-time stationary

power levels, thus eliminating the nonlinearity of the reflection

coefficient. Subsequently the linear model is a perfect match,

which is underlined by the simulation results in Fig. 8; the

effect of additive noise is negligible for the used window size

of 2ms. The modulation stops outside 740−1125MHz, indi-

cating that the tag reflects too much power to stay operational.

Detuning would diminish this frequency range and shift it

towards lower frequencies, thus the result corresponds well

with the intended minimal frequency range of 840−960MHz

for moderately detuned tags.

Once its reflective properties are known, the tag is placed

into a multipath environment. By continuously estimating the

frequency response of the system, wideband channel properties

can be obtained.

C. Ranging

The first application to test the capabilities of the simulator

was multi-frequency continuous-wave radar ranging [7], a

generalization of [19].

As an example, a tag is placed at a distance of

0.5, 1, 1.5, . . .4m from the interrogator. This range is then esti-

mated multiple times per distance setting using two-frequency

continuous-wave radar. The theoretical bounds for the distance

error’s variance and the expected average error are derived

in [7]. Under the assumption of an AWGN channel and a

perfectly calibrated reader input stage, we can write

E
{
d̃
}

=
c

2ω1
(∠∆ρ2 − ∠∆ρ1)

var
{
d̃
}
≈

c2N0

16Nω2
1

·
1

|A1|2|H1|4|∆ρ1|2

+
c2N0

16Nω2
1

·
1

|A2|2|H2|4|∆ρ2|2

(4)

for the distance error d̃, where c is the speed of light, N0 is the

single-sided noise density, N is the number of averaged sam-

ples, ω1 is the offset frequency between main and secondary

carrier, H is the channel gain, A is the carrier amplitude and

∆ρ is the differential linearized reflection coefficient. Index

1 denotes the main carrier while 2 indicates the secondary

carrier. The simulation result is shown in Fig. 9.
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Fig. 9. Example: Two-frequency continuous-wave radar ranging; AWGN
channel, single-sided noise density N0= − 82 dBm/Hz, isotropic carrier
power 1W/10mW for primary/secondary carrier, frequency spacing 1MHz,
typical tag/assembly. Errorbars represent mean and standard deviation of 500
realizations per distance setting (0.5, 1, 1.5, . . . , 4m).
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Fig. 10. Example: Two-frequency continuous-wave radar ranging; noiseless
fading channel, logarithmic trends for Ricean K-factor K=30. . .10 dB and
RMS delay spread τRMS = 1. . .20 ns within distance 0. . .5m (per channel).
Isotropic carrier power 1W/10mW for primary/secondary carrier, frequency
spacing 1MHz, typical tag/assembly. Errorbars represent mean and standard
deviation of 500 realizations per distance setting (0.5, 1, 1.5, . . . , 4m). Note
that the exponential behavior is mainly due to the logarithmically changing
K and τRMS .

Using the same ranging approach in a multipath envi-

ronment, shown in Fig. 10, the standard deviation increases

significantly. Like any narrowband system, two-frequency

continuous-wave ranging is not able to mitigate multipath

propagation effects. The only mitigating factor is the corre-

lation between the channel frequency responses H1 and H2

at primary and secondary carrier frequency, respectively. The

theoretical variance is [7]

var
{
d̃
}
≈

c2

8ω2
1

·
Re

{
σ4 − β2 + 2|m|2

(
σ2 − β

)}

Re{β + |m|2}2 (5)

where σ2 is the variance of the channel gains, β is the cross-

covariance and m the expected value. This result assumes

i.i.d. circular symmetric complex Gaussian channel gains for
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primary and secondary carrier H1, H2∼CN (m, σ2), which

reflects a Ricean fading channel. Moreover, this approximation

is only true for LOS-scenarios (high K-Factor).

D. Modifications to the Simulator

The present simulation architecture is still under develop-

ment, adding and/or improving components on a need-to-have

basis.

One of the weaknesses of the current implementation is

the assumption of short-time stationary power conditions.

Although fast changes in the incident power are filtered by

the tag’s power supply buffer, relatively slow changes w.r.t.

the time constants of the tag power supply are not covered

by this stationary model. Accordingly, the current reflection

coefficient implementation will be replaced by a time-variant

nonlinear approximation, allowing time-variant power levels.

Other future issues are more efficient implementations of

filter channels and tag modulation, and of course the incor-

poration of the findings of the signal model and channel

measurements described above.

V. CONCLUSION

In this paper, a system-level UHF RFID simulator based

on behavioral models is described. This simulator is the first

UHF RFID simulator to the authors’ knowledge that supports

(ultra)wideband signals as well as fading channels, different

tag models, detuning, and nonlinearities at carrier level. Self-

test routines ensure that all modules work within a predefined

set of parameters and guarantee proper functionality of the

complex simulator framework.

The simulator’s tag-models are based on simulated and

measured data of commercial UHF transponder chips. The

most important signal-level property of the tag – the reflection

coefficient – encompasses chip input impedance, modulation

impedance, antenna impedance, and detuning. The channel is

based on a wireless indoor power-delay-profile.

Two simulation examples are presented. The first example

is a narrowband range estimation system based on a second

carrier, the second example is a preliminary test simulation

prior to channel/signal model measurements. The simulation

results agree with wireless communications theory in both

examples, underlining the validity of the simulator.
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Abstract - We present a comprehensive model of the complex

reflection coefficient of UHF RFID tags during modulation. The

model is based on an equivalent circuit and validated using mea-

surements of an NXP UCODEG2XM on an NXPUCODE general

purpose reference antenna in an anechoic chamber. Using this

model, we conduct an analysis of the influence of assembly toler-

ances and antenna detuning on accuracy in a frequency-domain

phase-based ranging approach. The tools used in this analysis are

also applicable to tag antenna based sensing and are available un-

der GNU GPL as part of the PARIS simulation framework, a sim-

ulation tool intended to serve in the development and testing of

backscatter-based sensing and positioning.

I. INTRODUCTION

UHF RFID has come a long way since its early stages in the 1970s

and the first standardization in the early 2000s [1]. Since then, it has

become ubiquitous in various applications from supply chain man-

agement to laundry services. Even though UHF RFID is now a

widespread technology, reliable positioning is a feature that is not yet

available. There has been considerable research on UHF RFID posi-

tioning during the last years, but no conclusive breakthrough [2].

Foremost in the list of reasons for this are the need to keep the

tag simple (power consumption, costs) and the strict bandwidth lim-

its of the UHF RFID frequency band(s). As a consequence, the used

ranging methods are based on narrowband parameters such as return

link phases and thus especially vulnerable to multipath propagation.

A comprehensive overview of such phase-based ranging and posi-

tioning systems currently under research can be found in [2]. Even

though the error for phase-based ranging methods in typical supply

chain management applications such as portals is dominated by mul-

tipath propagation [2–4], the error caused by tag phase shifts can be-

come significant in light multipath environments. This error depends

on the detuning of the tag and is thus a parameter that typically cannot

be controlled. Detuning is a major issue in conventional RFID sys-

tems [5], but also offers opportunities when it is used for tag-based

sensing [6–8].

In Section II we will introduce two models of the tag reflection

that will subsequently be used in Section IV to investigate the effects

of detuning on a phase-based ranging system [4]. In Section III the

used models are validated using reflection coefficient measurements

of a Gen-2 tag in situ, i.e, during its normal operation in the electro-

magnetic field.

II. TAG MODELING

The only physical tag parameter visible to the reader is the tag’s re-

flection coefficient, which makes it the most important tag parameter

for backscatter-based sensing and positioning. The reflection coef-

ficient of passive tags is highly frequency dependent, nonlinear, and

time-variant.

The presented model uses impedance data of chip (modulated and

unmod.), assembly, and antenna to calculate the reflection coefficient

of the fully assembled tag. These impedances can be obtained via

conducted measurements [9, 10] or simulations, while measuring the

reflection coefficient directly requires an anechoic environment [11].
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FIGURE 1 - EQUIVALENT CIRCUIT MODEL

2.1 Equivalent Circuit Model

The equivalent circuit model shown in Fig. 1 is applied to keep the

complexity manageable. Similar equivalent circuits are well estab-

lished in RFID [1, 12, 13].

As a first step in the calculation of the tag’s reflection coefficient,

modulation and chip impedance are combined for different modulation

states, forming a three-dimensional matrix (over frequency f , chip

power Pic, and modulation state M ).

As a next step the assembly impedance Zat is computed (parallel

RC). This impedance models the mounting of the chip on the antenna

(flip-chip, TSSOP plus soldering, ...), including tolerances. The par-

allel capacity is chosen depending on the assembly tolerance state A,

and the Ohmic part is calculated using Q-matching (e.g, [14, 15]) be-

tween antenna and load impedance at the intended frequency of oper-

ation (typ. 915 MHz) and the tag’s power threshold Pic,min, [10]. This

approach reflects the effort of a manufacturer to still match the tag “as

well as possible” for a given assembly process. As the assembly is

not fully predictable and will also affect the resistance, the optimally

tuned resistor is subsequently multiplied by a scalar factor which, like

the chosen capacity, depends on the assembly tolerance state A. By

using a factor instead of a constant resistance the results stay inde-

pendent of the actual matching point. Using the assembly impedance

Zat the power losses in modulation impedance and assembly can be

calculated, thus making the input power Pin known:

Pin = Pic ·

(

1 +
Rat‖m · |Zic|

2

Ric · |Zat‖m|2

)

(1)

The third step takes detuning of the antenna near objects into

account. Especially near metal, the antenna self-resonance is con-

siderably boosted. Detuning will also shift this resonance to lower

frequencies. A detuning model has been implemented that modifies

the antenna impedance in free space by increasing the quality fac-

tor and shifting the antenna self-resonance in frequency, as shown in

Fig. 2. This heuristic model is based on nonlinear interpolation of

the antenna impedance to emulate the effects of close-by water and

metal objects. It has been derived from impedance measurements of

an NXP UCODE general purpose antenna and is controlled by two

The Third International EURASIP Workshop on RFID Technology 51



0.7 0.8 0.9 1 1.1 1.2
0

25

50

75

100

125

150

f [GHz]

R
 [

Ω
]

RESISTANCE

 

 
chip+assembly

antenna, tuned

antenna, detuned

shift axis

0.7 0.8 0.9 1 1.1 1.2
75

100

125

150

175

200

225

250

f [GHz]

|X
| [

Ω
]

REACTANCE

 

 
chip+assembly

antenna, tuned

antenna, detuned

shift axis

FIGURE 2 - EXAMPLES FOR IMPEDANCES OF CHIP (FLIP-CHIP

ASSEMBLY) AND ANTENNA (TUNED AND DETUNED).

parameters: percent enhancement and frequency shift of the antenna

self-resonance. The first parameter controls a compression of the fre-

quency axis around the resonance and an expansion of R- and X-axes.

The second parameter controls the frequency shift along the shift axis

of Ra and Xa, as well as the increasing attenuation of the resonance

for large frequency shifts (cf. Fig. 2). The combination of both param-

eters forms the detuning state D. Note that this method will only give

qualitatively correct results. Specifically, it does not consider addi-

tional resonances created by close coupling, the alteration and shifting

of resonances other than the main antenna self-resonance, the effects

of different orientations of the antenna relative to the offending mate-

rial, or compound materials. However, these limitations only apply to

the modeling of detuning, not the entire equivalent circuit model. If

high accuracy is required, measured impedances of detuned antennas

can easily be used instead.

As a final step, the reflection coefficient (S11) at the connection

between antenna and combined tag impedance

S11 =
Za − Z∗

at‖m‖ic

Za + Zat‖m‖ic

(2)

as well as the incident/available power level Pav are computed (∗ de-

notes the complex conjugate)

Pav = Pin/
(
1 − |S11|

2
)

. (3)

So far, the combined impedances and the reflection coefficient

are functions of the chip power Pic. A more practical dependence

would be Pav here, as it is a value that can be directly derived from

channel models, thus giving the tag (reflection coefficient) model a

well-defined interface. For this reason the reflection coefficient is

re-interpolated using the connection between available (incident) and

chip power levels Pav(f, Pic, ...), forming the final reflection coeffi-

cient over frequency, incident power, modulation, assembly, and de-

tuning S11(f, Pav, M, A, D). Note that antenna gain pattern and po-

larization mismatch are not included in this model. This is a very

common and useful simplification; they can, however, be factored in

at any later time, cf. [16–19].

2.2 Linear Model of the Tag Modulation

This linear model is a simplification of the quite complex reflection

coefficient trajectory during modulation, cf. Fig. 3. A more detailed

description can be found in [4]. The model replaces the trajectory by

a fictive center ρ and a difference ∆ρ, where

“mod” = ρ + ∆ρ and “unmod” = ρ − ∆ρ (4)

This approach is loosely linked to differential radar cross sections, cf.

[20]. Note that the end points of the trajectory are power and frequency

Re

Im

0 1

1

ρ∆ρ

∆ρ
“unmod”

“mod”

S11,
modulation
trajectory

FIGURE 3 - LINEAR MODEL OF THE REFLECTION COEFFICIENT:

ONLY THE END POINTS OF THE MODULATION TRAJECTORY ARE

PRESERVED.

tag

tag fixture
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antenna

connected

to reader

antenna fixture
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75
cm

72 cm

6
9

cm
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to NWA port 1 (TX)

antenna connected

to NWA port 2 (RX)

FIGURE 4 - BISTATIC NWA MEASUREMENT SETUP WITH A UHF

RFID READER FOR POWER SUPPLY (NOT TO SCALE).

dependent, hence also the parameters of the linear model depend on

frequency and power, i.e., ρ=ρ(f, P ) and ∆ρ=∆ρ(f,P ).

The benefit of this model is its simplicity when it comes to mod-

ulation. The complex reflection coefficient during modulation can be

expressed by

S11(f, P, t) = ρ(f, P )
︸ ︷︷ ︸

center

+ sM(t)
︸ ︷︷ ︸

modulation

·∆ρ(f, P )
︸ ︷︷ ︸

difference

(5)

with −1≤sM(t)≤1. The modulation model in (5) is especially use-

ful for multiple frequency components if the power level is roughly

constant and hence the superposition principle holds, cf. [4].

2.3 Underlying Data

The above models are implemented as part of the tag model in the

PARIS simulation framework [21, 22], which is available under the

GNU General Public License1. There are also several predefined

lookup tables available with the framework, including the ones we

have used in Section IV. Modulation and chip impedance of these ta-

bles are based on conducted measurements performed by NXP Semi-

conductors using the method in [9]. The antenna impedance was cal-

culated using CST and verified using a network analyzer during the

validation measurements.

III. MODEL VALIDATION (MEASUREMENTS)
The above models are based on well-established theory and, with the

exception of the antenna impedance, on measured data. Nontheless,

the calculations leading to the reflection coefficient rely on several

simplifications, thus making validation necessary. For this reason we

have measured the reflection coefficient of the tag during modulation

in an anechoic chamber. In order to also validate the linear model

1
http://www.gnu.org/licenses/gpl.html

2
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FIGURE 5 - PHOTOGRAPH OF THE ANECHOIC CHAMBER’S

INTERIOR WITH THE MEASUREMENT SETUP.

FIGURE 6 - PHOTOGRAPH OF USED CALIBRATION REFERENCES

OPEN (TOP) AND SHORT (MIDDLE), AND USED TAG (NXP

UCODE G2XM; BOTTOM). SCALE IS IN CM.

of the tag reflection, the calculation of the reflection coefficient from

measured data is based on this model.

The used measurement procedure combines several approaches

[9, 11, 23] to obtain the complex reflection coefficient of a UHF RFID

tag during modulation in the field. To this end, we adapted the pro-

cedure in [9], which is a well established procedure for conducted

measurements of the chip impedance during modulation: The tag was

placed in an anechoic chamber at a short distance from three ETS

Lindgren Model 3115 horn antennas (cf. Figs. 4 and 5). The bot-

tom antenna was connected to a Sirit IN510 reader. This reader was

used to supply the tag during measurements and to send a custom

command setting the tag to continuous modulation at 80 kHz. Middle

and uppermost antenna were connected directly to a Rohde&Schwarz

ZVA-24 network analyzer (NWA), which was recording S21 in a time

sweep at an effective sampling frequency of 248.6 kHz. We chose the

bistatic setup for its superior isolation compared to directional cou-

plers and circulators. The short distance at the lower end of the far-

field (2D2/λ ≈ 73 cm) minimizes calibration issues.

The major drawbacks of the used method are speed and calibra-

tion: Even though the reader carrier is attenuated by the measurement

procedure because its period is shorter by factors than the measure-

ment time, changes in the noisefloor are considerable. This makes

the recording of several thousand periods of the modulation necessary.

Furthermore, the environmental reflections exceed the reflection of the

antenna outside its resonance even in an anechoic chamber, making

measurements outside its center frequency unreliable.

FIGURE 7 - COMPARISON OF UNMODULATED (TOP) AND

MODULATED (BOTTOM) REFLECTION COEFFICIENT MAGNITUDES:

SIMULATION MODEL VS. MEASUREMENT (GRIDLINES).

Calibration was performed by measuring open- and short-

references (Fig. 6). The match reference was produced by measuring

the reflection of the empty chamber. Time-sweeps with 10,000 sam-

ples were recorded for 59 points between 0.7 GHz and 1.2 GHz and

power levels from 13 to 30 dBm in 1 dBm steps at the reader output

port. Correction of the measured S21 was performed to short S21,s

and match S21,m references [23]:

S11,corr = S21,corr =
S21 − S21,m

S21,s − S21,m

(6)

A full calibration, also taking the open-reference into account, was

discarded due to numerical instabilities.

The backscatter modulation is subsequently extracted from S11,corr

via the linear model using (4) and (5). A comparison between

this measured reflection coefficient and its model can be found in

Fig. 7. Note that the measured reflection coefficient slightly exceeds

|S11| = 1 outside 900−1000 MHz due to the above mentioned cali-

bration problems. Furthermore, we were not able to reconstruct the

reflection coefficient phase for the same reason; a full calibration

is too instable. The reconstructed magnitude on the other hand is

3
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MISMATCH SIMULATION.

a near-perfect match, with a residual mean absolute error of 0.022
(|S11|∈[0, 1]). Also the calculated “best fit” assembly, Rat=235 Ω
parallel to Cat=475 fF, corresponds well with soldering the G2XM on

milled FR-4.

Hence, in combination with the well established theory of equiv-

alent circuits for antenna systems, this result indicates the validity of

the equivalent circuit model and the linear model described above.

IV. IMPACT OF ASSEMBLY TOLERANCES AND

DETUNING ON PHASE-BASED RANGING

4.1 Introduction and Used Setup

We have used the above model in a parameter sweep simulation in or-

der to investigate the effects of assembly and detuning on the ranging

error of [4], which is a phase-based ranging approach for passive UHF

RFID. For the presented investigation we have evaluated three differ-

ent scenarios: Assembly mismatch (well-matched to complete mis-

match), antenna detuning (well-tuned to near-metal), and combined

(typical combinations of mismatch and detuning). The chip/antenna

combination is again the NXP G2XM on the UCODE general purpose

reference antenna. Power levels are varied from 3.28 W EIRP (limit

for EU) to the tag minimum power threshold level for all simulations;

the reader sensitivity is assumed to be −80 dBm. The employed chan-

nel model is a free-space path loss model (pathloss factor 2).

Cumulative distribution functions (CDFs) of the maximum read

range in the EU frequency band are given in Fig. 8. The maximum

read ranges for well-tuned and well-matched tags approach 10 m,

which fits previous findings for this chip (Pmin ≈ −13 dBm) [10]. The

maximum read range for detuned tags, on the other hand, is in the

range of 3 m (assembly+detuning).

FIGURE 10 - CDF OF THE MEAN ABSOLUTE RANGING ERROR

(MAE) FOR A SINGLE CARRIER PAIR OVER FREQUENCY (ALL

DISTANCES); ASSEMBLY TOLERANCES.

FIGURE 11 - CDF OF THE MEAN ABSOLUTE RANGING ERROR

(MAE) OVER DISTANCE FOR ALL UHF RFID FREQUENCIES;

ASSEMBLY TOLERANCES.

4.2 Assembly Mismatch

For the presented investigation the assembly capacity has been varied

from 50 fF to 10 pF, while the assembly resistance was varied between

2 and 10,000 % of the ideal (Q-matched) value, cf. Fig. 9. This covers

perfect assemblies as well as completely messed-up ones.

Fig. 10 shows the cumulative distribution function (CDF) of the

mean absolute ranging error (MAE) for one carrier pair (2-frequency

continuous wave ranging 2FCW, cf. [4]) with a frequency spacing

of ∆f=1 MHz at different center frequencies. The error is smallest

around 960 MHz, which is the upper turning point of the antenna self-

resonance, cf. Fig. 2. At this point the shapes of antenna and chip reac-

tance are similar, thus creating a flat phase that is virtually independent

of assembly mismatches. The largest errors are created at transitions

between areas where the unmodulated state is better matched to the an-

tenna impedance than the modulated impedance and areas where this

matching is reversed. At these crossings the phase of ∆ρ is subject to

fast changes which result in large ranging errors.

A CDF for a carrier placement uniformly distributed over the

UHF RFID frequency ranges (865−868 MHz, 902−928 MHz, and

952−954 MHz) can be found in Fig. 11. For high power levels, i.e.,

short distances, the tag is mismatched by design because the incident

power level is considerably higher than the needed chip power. This

creates a flat phase and limits the effects of any additional mismatch.

With decreasing power, the tag impedance gets closer to the matching

4
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FIGURE 12 - CDF OF THE MEAN ABSOLUTE RANGING ERROR

(MAE) FOR A SINGLE CARRIER PAIR OVER FREQUENCY (ALL

DISTANCES); ANTENNA DETUNING.
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FIGURE 13 - USED ASSEMBLY / DETUNING STATES FOR THE

COMBINED MISMATCH SIMULATION.

point, increasing the quality factor of the entire system, i.e., making it

more resonant. For this reason, the error increases for higher distances.

4.3 Antenna Detuning

For this study we have boosted the resonance of a perfectly matched

tag (flip-chip assembly) between −30 % (slightly weaker resonance)

up to 100 % (near-metal). The frequency of the resonance was reduced

by up to 200 MHz in 5 MHz steps. This selection of parameters cor-

responds to tags in free space as well as tags that are separated from

metal by roughly one centimeter (e.g., two sheets of corrugated fiber-

board). Tags directly on metal are not covered by this simulation.

Fig. 12 shows the MAE over frequency for antenna detuning. The

errors below 1 GHz are caused by the boosted resonance leading to

steeper gradients in the tag’s phase. This error decreases for massive

detuning, as the resonance is shifted towards lower frequencies and

attenuated in magnitude. The error around 1.1 GHz is caused by near-

zero modulation depth. Just like for the assembly mismatch, areas with

near-zero modulation depth cause steep gradients in the modulation

phase and thus large errors.

4.4 Combined Assembly Mismatch / Antenna Detuning

The values chosen here are meant to represent the bulk of used tags.

Assembly capacities are varied from 200 fF to 600 fF, the assembly

resistance is varied from 50 to 100 % of the Q-matched value. These

assembly impedances cover good to medium flip-chip assemblies. The

antenna self-resonance is varied from 100 to 150 % of its original

FIGURE 14 - CDF OF THE MEAN ABSOLUTE RANGING ERROR

(MAE) FOR A SINGLE CARRIER PAIR OVER FREQUENCY (ALL

DISTANCES); COMBINED MISMATCH/DETUNING.

FIGURE 15 - CDF OF THE MEAN ABSOLUTE RANGING ERROR

(MAE) OVER DISTANCE FOR ALL UHF RFID FREQUENCIES;

COMBINED MISMATCH/DETUNING.

shape and shifted by up to 200 MHz in 10 MHz steps. The maxi-

mum detuning corresponds to tags that are in the vicinity of water. A

summary of assembly and detuning states can be found in Fig. 13.

Fig. 14 shows the frequency dependence of the ranging error

for this scenario. The combination of detuning and mild assembly

tolerances generates an almost uniformly distributed MAE over fre-

quency, with the exception of the frequency range above the antenna

self-resonance, where errors are considerably smaller. Even though

the average MAE also does not exceed 0.5 m for the chosen mis-

match/detuning states in the UHF RFID frequency bands, the peak

errors are well above one meter.

The same is true for the errors over distance: While averages

(mean and median) do not exceed 0.5 m, the error bound is again in the

meter range. The error increases with distance up to the point where

heavily detuned and mismatched tags fail. At extreme distances the

error is dominated by a relatively small group of well-matched but

detuned tags with increased quality factor and small frequency shifts.

V. CONCLUSION

We have presented a simulation model of the complex reflection coef-

ficient of a UHF RFID tag based on its equivalent circuit, as well as a

simple linear model that can be used in derivations to describe the tag

modulation. Both models have been verified using time-variant reflec-

tion coefficient measurements of an NXP UCODE G2XM Gen2 chip

5
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on an NXP UCODE general purpose reference antenna.

Using these models, we have investigated the influence of as-

sembly tolerances and tag detuning on a frequency-domain phase-

based ranging system. Although the average mean absolute error

(MAE) for this system is below 50 cm, the maximum error may ex-

ceed 2 m. A summary CDF for all MAE distance errors in the UHF

RFID frequency bands can be found in Fig. 16. Differences between

errors caused by assembly mismatches, detuning, or combined mis-

match/detuning are minimal.

The reduction in read range due to detuning found in experiments

[5] was slightly more pronounced than in the presented simulations. A

comparison suggests that the used detuning model is valid if the tag is

separated from water/metal by at least 1 cm.

Although the underlying methods and databases [21] have origi-

nally been developed to support research on ranging and positioning

systems, we hope that they also prove useful for other applications,

such as tag-based sensing [6–8].
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Abstract

• Positioning is a much-desired feature in UHF RFID:
Methods using phase shifts between multiple car-
riers have been proposed (fit into spectral masks)

• Unfortunately, the phase shifts are heavily affected
by multipath propagation.

• As a consequence, wideband properties of UHF
RFID channels are imperative for positioning, yet
not well understood and rarely taken into account

• This work presents the first (ultra)widebandchan-
nel characterization for typical UHF RFID setups
(indoor, short-range, suitable TX antennas, ...)

1. Measurement Setup

Measurement Description
• 500..1500 MHz using a Vector Network Analyzer
• TX antenna: custom 4×1 Vivaldi array (left photo; gain pat-

tern resembling a typical UHF RFID reader antenna)
• RX antenna: custom omnidirectional UWB antenna (right

photo; gain pattern resembling a typical UHF RFID tag an-
tenna)

Measurement Environment: Semi-Industrial

• reinforced concrete floor,
walls, and ceiling

• large window with highly
reflective coating

• large metal objects (metal
platings, large circular strut
mounted on ceiling, large
cabinet, ...)
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2. Channel Model, Simulation Setup

Channel Model
• deterministic largescale: log-distance line-of-sight (LOS)
• deterministic smallscale: reflections using simple ray-tracing
• stochastic smallscale (scattering)

Simulation Setup
Simulation results have been created by [1] with some en-
hancements. Modeled are:

• RX-antenna and TX-array directivity (far field)
• reflections on walls, floor, and ceiling (simple ray-tracing)
• statistial model of scattering

Explicity NOT modeled are:

• exact room geometry and/or materials
• TX antenna array size / near-field effects

3. Measurement and Simulation Results

In a Nutshell...
• surprisingly low K-factor: max. 10..15 dB within main lobe
• coverage (tag powered) approx. 15 % of meas. area
• local influence of metal objects evident

Simulation (left) vs. Measurement (right):
Differences mainly due to:
• point source vs. 60×21×21 cm array (close to TX)
• local influence of complex metal objects (top and right side)
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Example: Phase-Difference-BasedRanging TX→RX

• two carriers at 0.5..1.5 GHz, offset ∆f=1 MHz

• dist. estimate TX→RX: d̂ = ∆ϕ̂/(2π) λ = c ∆ϕ̂/(2π ∆f)
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• ranging even in main lobe not a simple task (low K-factor)

• close to uniform phase outside main lobe (⇒ random d̂)
• 90 % coh. BW: ≈ 50 MHz inside main lobe, ≈ 4 MHz outside

4. Conclusion

• Multicarrier positioning methods without taking
the wideband channel parameters into account
will fail under realistic indoor conditions

• Simulations using the wideband UHF RFID simu-
lator match the measurement results

• Future Work: Industrial environments / gates
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Abstract—The market of passive UHF RFID has reached
a state where it is mainly cost-driven, although there
are desired features that remain elusive. Positioning, for
example, has seen a lot of research in the past years, but
no conclusive breakthrough. Due to limitations enforced by
tag design and regulations, such positioning systems are
inherently narrowband and thus vulnerable to multipath
propagation. Despite that, the UHF RFID channel is not
well-understood with respect to channel parameters such as
K-factor or RMS delay spread, which are vital parameters
for ranging accuracy.

We present an ultra-wideband channel measurement
setup aimed at the UHF RFID frequency range around
900MHz and extending over a bandwidth of 1GHz. Based
on channel measurements in a UHF-RFID warehouse gate,
we will also show the challenges positioning systems have
to face in such scenarios.

Index Terms—UHF RFID, ultra-wideband, channel
sounding, multipath propagation, warehouse portal, rang-
ing, positioning

I. INTRODUCTION

UHF RFID has come a long way since its early

stages in the 1970s and the first standardization in the

early 2000s [1]. Since then, it has become ubiquitous

in various applications from supply chain management

to laundry services. Even though UHF RFID is now a

widespread technology, reliable positioning is a feature

that is not yet available. There has been considerable

research on UHF RFID positioning during the last years,

but no conclusive breakthrough [2].

Foremost in the list of reasons for this are the need to

keep the tag simple (power consumption, costs) and the

very strict bandwidth limits of the UHF RFID frequency

band(s). As a consequence, the used ranging methods

are based on narrowband parameters such as return

link phases and thus especially vulnerable to multipath

propagation. A very good overview of such phase-based

ranging and positioning systems currently under research

can be found in [2].

Registering tagged objects moving through a portal

is a very common application of UHF RFID [3]. The

design of these gates is optimized to concentrate energy

within the gate, with devastating effects on narrowband

ranging systems. In this paper we present an ultra-

wideband measurement setup aimed at the UHF RFID

frequency range and show what challenges positioning

systems have to face in everyday portal applications.

This paper is organized as follows: Section II ad-

dresses the design of the ultra-wideband (UWB) an-

tennas that are necessary for UWB measurements in

the UHF frequency range. The measurement setup is

described in Section III, while the analyses methods of

the measured channels is explained in detail in Sec-

tion IV. Finally, measurement results are presented in

Section V, including ranging error estimates for a phase-

based ranging approach [4].

II. ANTENNA DESIGN

A. Tag Antenna

The tag antenna (receiver-/RX-antenna in the follow-

ing sections) is intended to be placed on a pallet with

different goods, of which dielectric properties may vary.

For that reason an antenna which preserves its proper-

ties (such as impedance matching in a wide frequency

range, radiation pattern, ...), independent of the dielectric

permittivity of the surroundings must be applied. Since

the direction to the reader is a-priori unknown, such

an antenna must maintain an omnidirectional radiation

pattern.

In the presented approach a broadband dipole antenna

for an operational frequency range of 0.7−1.2GHz is

used. The schematics of the antenna, as well as the

photograph are shown in Fig. 1. It consits of two ellipses

which are arranged in a dipole-like structure on the

opposite sides of the substrate. As a substrate the Taconic

RF-33 with εr=3.3 is used. The antenna is fed by a

microstrip line, for which one of the ellipses serves as a

ground plane. The connector is soldered to the microstrip

line and the ground plane (cf. Fig. 1). The end of the

microstrip is connected to the second ellipse. A tapering
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Fig. 1. Transparent model (left) and a photograph (right) of an
omnidirectional tag antenna (RX). Units are in cm.

Fig. 2. Normalized horizontal/vertical gain pattern in dB: omnidirec-
tional tag antenna.

of the microstrip line’s width is used for the impedance

matching.

The measured gain patterns of the antenna in hori-

zontal plane (E-plane, elevation) and vertical plane (H-

plane, azimuth) are shown in Fig. 2. It can be noted that

the antenna exhibits an ultra broadband radiation. In the

E-plane two maxima, which are oriented perpendicular

to the antenna surface, are present. In the H-plane a

nearly omnidirectional radiation pattern over a wide

frequency range is achieved. In the higher frequency

range the antenna becomes larger w.r.t. the wavelength

and some discrepancy from the omnidirectional pattern

is observed. The results show that the antenna possesses

a dipole-like radiation over a very wide frequency range.

Fig. 3. Transparent model (left) and a photograph (right) of a single
reader antenna. Units are in cm.

B. Reader Antenna

The reader antenna characteristics must maintain a

directional radiation pattern. The operational frequency

range is, as in the case of the tag antenna, from 0.7GHz

to 1.2GHz. An ultra-wideband radiation with directive

pattern is achieved by the application of a tapered slot

antenna (also called Vivaldi antenna), which is shown in

Fig. 3. As a substrate the Taconic RF-30 with εr=3 is

used. It is fed by an SMA connector, which is soldered

to the microstip line at the top of the structure (see

Fig. 3). The electromagnetic wave is coupled to the

slot line by an aperture coupling. The slot is widened

and the structure is formed to the tapered slot, which

fulfils radiation conditions in a wide frequency range

(according to the traveling wave principle). The lower

cut-off frequency depends on the maximal opening of

the slot, i.e., on the height of the antenna.

The antenna exhibits a directive radiation behavior.

The main beam direction is conformal with the direction

pointed by the slot opening. The 3 dB-beamwidth is ap-

prox. 60−80 ◦ in the E-plane and approx. 130−160 ◦ in

the H-plane, depending on frequency. In order to assure

spatial selectivity of the system in the application (e.g.,

a gate), the beam in the H-plane should be narrowed.

For that purpose a 4 × 1 linear antenna array is used

(transmitter-/TX-antenna in the following sections). The

schematics of the antenna is shown in Fig. 4. Four

Vivaldi antennas are placed next to each other in the

distance of 20 cm. The extension plane of the array is

in the H-plane of the single antenna, i.e., the horizontal

plane. Such an arrangement concentrates the radiation

in the respective plane and allows for the suppression of

the grating lobes. The measured radiation characteristics

for the elevation plane (E-plane) and the azimuth plane

(H-plane) are shown in Fig. 5. A very directive radiation

pattern in the azimuth plane is observed in the desired

frequency range. Aside from the main beam direction,

some side lobes and grating lobes are present. Their

amplitude is suppressed by approx. 13 to 16 dB w.r.t.

the maximal gain at 0 ◦. In the elevation plane a wider

beam is observed. Within the main beam in this plane
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Fig. 4. Schematic of the linear 4×1 Vivaldi-array (TX).

Fig. 5. Normalized horizontal/vertical gain pattern in dB: Vivaldi
4×1 array.

some small fluctuations of the gain values are present,

which are due to the coupling between the elements in

the array and weak resonances in the feeding network.

The form of the beam in the elevation plane is conformal

with the one of the single antenna.

III. MEASUREMENT SETUP

A. Description of the Environment

All measurements were performed in NXP’s Applica-

tion and System Center (ASC) in Gratkorn, Austria, to

ensure a realistic environment. The ASC is located in

a converted production hall with (partially) corrugated

metal walls and ceiling, and a steel-reinforced concrete

floor. Among other setups, the ASC is equipped with

a pallet mover that passes through several UHF RFID

gates, one of which was replaced by the presented

measurement setup. The entire hall is cluttered with

pallet mover metal/absorber backplane

TX1
TX1

TX2

TX2 RX 1 and 2

0.5m

1
.
5
m

∼
2
.
0
m

3m

3m

x

x

y

z

Fig. 6. Gate setup (left: top view, right: back view): A product
pallet is placed on a pallet mover and transported through the gate
while recording channel transfer functions (pallet was stopped for each
recording).

metal objects of different sizes (from boxes with screws

to a room-sized anechoic chamber).

It is also a busy environment, both physically and

electrically: During the measurements, people were mov-

ing around (not within the gate), creating a time-variant

and thus realistic environment. Also, as the ASC is a

test center for RFID, several UHF-readers were active

throughout the entire hall and cell phones were used

close to the gate setup. Tests have shown that cell

phones and UHF readers increase the noisefloor by

approximately 20 to 30 dB for individual measurements.

Even though these changes in the noisefloor are quickly

time-varying due to modulation, there was no perceivable

influence on the presented analyses.

B. Description of the Gate Setup

The entire setup outlined in Fig. 6 was constructed

like a UHF-RFID portal: The transmitter arrays were

positioned 3m apart (front to front) to the left and right

of the pallet mover. The antenna heights (floor to center)

were 0.5m (TX2) and 1.5m (TX1), respectively. The

backplanes behind the transmitter antennas (80×195 cm)

are made of metal. This setup is designed to concentrate

as much energy as possible within the gate and to be able

to use the gate reflection to read a tag even when the di-

rect path is blocked by the pallet. All measurements were

also performed with absorber1 backplanes of similar size

to asses the influence of the metal backplanes.

Measurements with two different pallets were done:

The first pallet consisted of a wooden scaffold with a

polyurethane foam slab for receiver antenna mounting

that was kept at a safe distance from the metal pallet

mover (Fig. 7). This setup ensures wave propagation

close to free space, thus forming a baseline for changes

created by product pallets. The second pallet consisted of

packed liquid cleaning agents in bottles, as well as some

aluminum-packed candies (Fig. 8) and is considered

a reference for strong distortions by NXP. A detailed

1Emerson & Cuming ECCOSORB AN-79; reflectivity approx.
−20 dB
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Fig. 7. Photograph of a gate setup with “free space” pallet and
metal backplanes. The transmitter arrays are positioned on the stands
to the left and right of the pallet mover, while the receiver antennas
are mounted on the polyurethane foam slab. Note that the coordinate
system is not at its origin.

Fig. 8. Photograph of a gate setup with “ETSI” pallet (liquid cleaning
agents in bottles) and absorber backplanes. The receiver antennas are
mounted on the polyurethane foam slab left of the pallet. Note that the
coordinate system is not at its origin.

schematic of this pallet (not to scale) along with receiver

antenna positions can be found in Fig. 9.

The receiver antennas were fixed at different x- and

z-positions on polyurethane foam slabs, which were

mounted on the pallet. The pallet was incrementally

moved through the gate while recording. After each pass

through the gate, the receivers were re-positioned, and

the pallet was transported through the gate again. The

spacing between two adjacent measurements in x, y, and

z was chosen to be 10 cm to have a sufficiently high res-

olution within the gate while keeping the measurement

time manageable. The entire set of all measurements for

one receiver (lines in y) thus forms a plane in xy or yz.

All antennas were vertically polarized. Because the

tag antenna gain has a minimum along this dimension,

the floor reflection is considerably attenuated for some

positions. It is also important to note that the cables to

80 cm 120 cm

8
3
cm

3
8
.5

x y

z
z

RX
positions

RX
positions

packed
liquids
(bottles)

euro pallet

metal

Fig. 9. Pallet with liquid cleaning agents: Back view (left) and side-
view from TX2 (right). The pallet is considered a reference pallet
for heavy distortions (“ETSI pallet”). A photograph can be found in
Fig.8. The upper part of the receiver plane is visible to both transmitter
antennas, while the lower part is visible only to TX2. Receiver antennas
were kept at a distance of 10 cm from the liquids.

1

2
3

4

S11

S21 S31

S41

S22

S32

S42

NWA 4-port, 10 kHz res.bw.,
f = 0.5..1.5GHz in 1MHz steps,
∆x = ∆y = ∆z = 10 cm

Fig. 10. Measured channels: TX at ports 1 and 2, RX at ports 1
through 4. Feedback might also be a problem for ranging systems,
thus also S11 and S22 have been recorded. Shadowing properties of a
product pallet and feedback for bistatic ranging setups can be analyzed
via S21. As tag to tag communication/ranging is not an issue in UHF
RFID, receiver to receiver channels have not been recorded.

the receiver antennas are very critical in such setups; they

have to be placed and fixed very carefully to minimize

their influence on the measurement results.

The channels shown in Fig. 10 were measured for each

position and in the frequency range of f=0.5..1.5GHz

with 1MHz stepsize using a Rohde&Schwarz ZVA-24

network analyzer (NWA) with 4 ports. This stepsize

results in a maximum time delay of roughly 1 µs (max-

imum path length 300m), which was found to be fully

sufficient in this environment. The bandwidth resolution

of the NWA was 10 kHz and conducted power set to

0 dBm, resulting in a noisefloor of roughly −100 dBm

and thus an effective dynamic range of 100 dB.

IV. DESCRIPTION OF PERFORMED ANALYSES

The recorded complex S-parameters for all receiver

positions are analyzed as shown in Fig. 11. The indi-

vidual analyses are described in detail in the following

subsections.
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Fig. 11. Performed analyses in spatial domain, frequency domain,
and time domain.
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averaging

Fig. 12. Correlations in the spatial domain: The transfer function at
each point is correlated with its neighbors and the resulting correlation
coefficients are averaged to obtain a single coefficient.

A. Spatial Domain

Calculation of the average spaced-distance correlation

function (SDCF), i.e., the correlation of the channel

transfer function at each point with its nearest neighbors,

is performed by averaging the correlation coefficients

between the center and all its neighbors (Fig. 12).

Note that this averaging neglects the inherent direction-

dependence of the correlation.

B. Frequency Domain

The frequency domain analysis consist solely of cal-

culating the coherence bandwidth Bc (cf. [5]) at several

thresholds (50, 70, and 90%). We have also implemented

moment-based estimates of the K-factor [6], [7] and

estimates of the RMS delay spread τRMS based on level

crossing rates [7]. However, for our measurements, these

estimators have been found to be unreliable due to the

unknown and considerably angle-dependent (and thus

position-dependent) gain patterns of the used RX and

TX antennas.

C. Time-Domain

To obtain the channel impulse response (CIR) out

of the channel transfer function (CTF), the spectrum is

windowed by a Parzen window and transformed using

1. peak

2. stop point

3. noise threshold

4. LOS

|h[τ ]|2

τ

Fig. 13. Sequence of operations on the power-delay-profile: Peak
detection (1), stop point detection (2), noisefloor and -threshold calcu-
lation (3), and LOS detection (4).

a discrete Fourier transform (DFT). The CIR is subse-

quently truncated to remove artifacts created by cyclic

convolution and re-normalized to the correct power level.

All calculations done for the time-domain analysis

are based solely on the squared magnitude of the CIR,

the power-delay-profile (PDP). The central part of the

analysis is the partitioning of the PDP, as illustrated

in Fig. 13: After simple peak (maximum) detection, a

heavily filtered version of the PDP is created in order

to detect the delay τ where the profile drops below the

noisefloor (max. excess delay; denoted stop point here).

To ensure a robust detection, the noisefloor is considered

to be reached if the filtered version does not change

by more than 3 dB for at least 200 ns. The choice of

these values is arbitrary, but should reflect the shape

of the PDP. As all measurements were performed in an

enclosed hall without connecting corridors to other halls,

clusters are not an issue. Thus, as a third step, everything

after the stop point is considered noise and averaged

to create the noise threshold, which is calculated using

mean and standard deviation of the noise, the dispersive

properties of the used window, and an additional margin

of 10 dB. This margin takes the slightly higher noise

level prior to the LOS component into account. The

LOS path is defined to be the first component at or

above this noise threshold. If the maximum peak is

below the threshold, the recorded impulse response is

considered noise-only. In a last step, interpolation around

the detected LOS path is used to increase resolution.

Following the partitioning of the channel impulse

response, several values are calculated (cf. [5]):

• LOS power and delay, taking the deformations by

the used window’s main lobe into account (see

below)

• K-factor w.r.t. the LOS component (important for

ranging) and w.r.t. the peak component (“Ricean

K-factor”)

• RMS delay spread with correction of the bias cre-

ated by windowing (see below)

It is of vital importance here to consider the effects
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Fig. 14. Used Parzen window (circles): Max. mainlobe attenuation
∆a, mainlobe width 2∆d. The considered mainlobe for the presented
measurements consists of 5 points, hence > 99.99% of the window
power is within the main lobe.

of the used window on all calculations: Not only will

the window’s main lobe broaden the LOS peak (if there

is a peak in the first place), but the strongest sidelobe

will also shift energy from the possibly very strong LOS

peak to the noisefloor that precedes the LOS path. If this

sidelobe is sufficiently pronounced and not considered in

the threshold calculation, the artifact will be identified

as LOS component. These distortions introduced by

windowing are factored in at four different points (cf.

Fig. 14):

1) The noise threshold is increased by the gain differ-

ence of minimum and maximum mainlobe sample

(∆a).

2) The true LOS position is assumed to be close to

∆d after the threshold crossing.

3) For K-factor calculations, ±2 samples around the

LOS position are considered to be part of the LOS

component.

4) The bias for the RMS delay spread created by

windowing [8] is corrected. It should be noted

though that this bias is merely 0.75 ns for the used

Parzen window.

V. MEASUREMENT RESULTS

For the sake of brevity, the majority of measurement

results shown here are limited to the most realistic setup:

The gate with metal backplanes and the liquids (“ETSI”)

pallet. As mentioned above, this pallet is considered a

reference and is thus also a good benchmark for ranging

and positioning. Photograph and schematic of the setup

can be found in Figs. 8 and 9, respectively.

We will start our analysis with the incident power

level at the tag. This is the single most important value

for the analysis of state-of-the-art UHF RFID systems,

Fig. 15. Incident power level [dBm] at the tag for 35.2 dBm
(EIRP) conducted power at 868MHz and TX2; empty gate with
absorber/metal backplanes

as it is directly connected to read rates and thus to the

most important performance metric for RFID users. A

comprehensive analysis of the incident power distribu-

tion in a portal application can be found in [3]. The

circular line structure created by standing waves within

the empty gate predicted by simulations in [3] and [9]

can also be observed here: Fig. 15 shows some vertical

circles created by the floor reflection for the absorber

backplanes, as well as pronounced standing waves in

horizontal and vertical planes for the metal backplanes.

Things change considerably when a pallet enters the

gate: Fig. 16 shows the power distribution for TX1 and

TX2. The standing wave pattern is destroyed by the

moving pallet (which is highly reflective itself). A slight

circular structure (created by the floor reflection) can be

observed after the pallet has left the gate (y > 1m).

Even though the incident power level at a certain

frequency is a vital metric for UHF RFID, its importance



11-TH COST MCM, AALBORG, DENMARK, JUN. 2010 7

Fig. 16. Incident power level [dBm] at the tag; 35.2 dBm (EIRP)
conducted power at 868MHz; TX1 (top) and TX2 (bottom); “ETSI
pallet”, metal backplanes; view from TX1.

Fig. 17. K-Factor [dB] w.r.t. the LOS component for TX1 (top) and
TX2 (bottom); “ETSI pallet”, metal backplanes; view from TX1.

to ranging and positioning is minimal. On the other

hand, the K-factor w.r.t. the direct (LOS) path and the

RMS delay spread are of paramount importance here,

and shown for the liquids pallet in Figs. 17 and 18,

respectively. Considering the reflective properties of the

used materials (metal backplanes, a metal pallet mover,

a steel-reinforced concrete floor, and a cubic meter

of liquids), it comes at no surprise that the K-factor

only exceeds K ≈ 5 dB when the receiver is directly

in front of the transmitter array (y = −30..30 cm). Still,

considering that the distance to the array in this case

is less than one meter, K-factors are surprisingly low.

The same is true for the RMS delay spread, which is

above 10 ns for almost the entire gate. For comparison,

this delay of 10 ns corresponds to a path length of 3m

in free space.

Fig. 19 shows a comparison of the K-factor w.r.t. the

direct path for metal and absorber backplanes. As can

be seen, the K-factor inside the gate drops considerably

for the metal backplanes.

Fig. 18. RMS delay spread [ns] for TX1 (top) and TX2 (bottom);
“ETSI pallet”, metal backplanes; view from TX1.

Fig. 19. K-Factor [dB] w.r.t. the LOS component for TX2; empty
gate with absorber/metal backplanes
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Fig. 20. 90% coherence bandwidth [log10(Hz)] for TX1 (top) and
TX2 (bottom); “ETSI pallet”, metal backplanes; view from TX1.

Fig. 21. Spaced-distance correlation function at ∆ = 12 cm for TX1
(top) and TX2 (bottom); “ETSI pallet”, metal backplanes; view from
TX1.

The coherence bandwidth (correlation in frequency

domain) is shown in Fig. 20, while the spaced-distance

correlation function (correlation in spatial domain) can

be found in Fig. 21. As can be seen, the 90% coher-

ence bandwidth is in the range of 50MHz inside the

gate when in direct line of sight, and around 1MHz

outside the gate. Correlations at a length (distance) of

12 cm, which is 20..60% of a wavelength for the given

frequency range, are above 90% for most of the gate.

The estimated coherence length (70%) is around 1..2

wavelengths outside the gate, if the direct path is blocked

by the pallet, and several wavelengths inside the gate.

Curiously, the coherence distance is almost independent

of the used backplane.

Last, but not least, the error for a phase-based ranging

method [4] with a frequency spacing of 1MHz is shown

in Figs. 22 and 23. Note that these are the errors for the

path TX→RX and a single ranging estimate.

Fig. 22 shows the expected value (bias) of this esti-

mate. Outside the gate, the combined non-line-of-sight

Fig. 22. Expected value (bias) log10([m]) of a single 2FCW estimate
w. ∆f = 1MHz for TX1 (top) and TX2 (bottom); “ETSI pallet”, metal
backplanes; view from TX1.

Fig. 23. Standard deviation log10([m]) of a single 2FCW estimate w.
∆f = 1MHz for TX1 (top) and TX2 (bottom); “ETSI pallet”, metal
backplanes; view from TX1.

(NLOS) paths are stronger than the direct LOS path

by far, leading to a heavily biased estimate. Said bias

ranges from below 10 cm inside the gate provided the

LOS path is not blocked by the pallet, and reaches up to

20m outside the gate. The standard deviation for a single

estimate (Fig. 23) ranges from roughly 1.5m in front

of the transmitter (at a distance of less than a meter!)

to 30m outside the gate. Note that the wavelength of

the offset frequency (1MHz) is 300m; thus the phase

difference is still non-ambiguous. As the standard de-

viation can be reduced by successive/independent range

estimates, classification “inside/outside gate” still might

be possible. In fact, the bias will help for such a

classification, as it will quickly shift the range estimate

to outside the gate (note the almost linearly increasing

bias in this logarithmic plot).

VI. CONCLUSION

We have presented a measurement setup for channel

sounding in the UHF RFID frequency band. Using
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this setup, we have done extensive measurements in a

UHF RFID portal scenario under realistic conditions.

The presented measurements are widely consistent with

previous measurements in this portal [3] in terms of

narrowband power levels.

The design of UHF RFID portals is optimized for

best possible read rates, employing metal backplanes to

concentrate energy within the portal. This design has

devastating effects on narrowband ranging systems, as

it reduces K-factors w.r.t. the LOS component by more

than 10 dB and increases the RMS delay spread by

factors. Is should also be noted that the channel inside

such a portal is highly deterministic [2], [3]. Any ranging

system has to deal with K-factors w.r.t. the direct path

in the range of 5..10 dB at best, and RMS delay spreads

above 10 ns even at distances below one meter.

RMS delay spreads outside the gate (but still with an

unobstructed direct path) reached 60 ns in our measure-

ments, while K-factors dropped well below 0 dB. In this

aspect our results correspond well with measurements at

distances up to 20m in an industrial environment [10].

It follows that the exterior of the gate, i.e., everything

outside the space spanned by the metal backplanes, has

to be treated as non-line-of-sight, even if the direct

path is unobstructed. Furthermore, we find that previous

short-range measurements in the UHF band [8] and

other short-range channel models like IEEE 802.15.3a

[11] (based on meas. [12], [13]) are too optimistic for

UHF RFID gates even when considering the worst case

scenario of these models.
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Abstract—This paper presents a comprehensive characteriza-
tion and modeling of the UHF RFID channel for narrowband
through ultra-wideband tag localization systems. The analyses are
based on ultra-wideband channel measurements in a warehouse
portal, centered around the 900MHz RFID band. Measured
scenarios include an electromagnetically transparent pallet and
a pallet containing liquids, each for a portal shielded by metal
backplanes and a portal shielded by absorbing material. The
presented analyses include the individual channels to and from
the tag, the feedback channel, and the backscatter channel, for
bi- and monostatic reader setups, respectively.

We find that for the more commonly used portal with metal
shielding the direct path is rarely dominant on the backscatter
link. K-factors w.r.t. the line-of-sight path range from −20

through 5 dB and RMS delay spreads are in the range of
10−80 ns even the case of an unobstructed direct path. This
combination of low K-factors and high RMS delay spreads causes
biased estimates and high standard deviations for all localization
methods that cannot isolate the line-of-sight. Classical channel
models in UHF RFID, although predicting the incident power
level at the tag accurately, produce far too optimistic estimates
of all channel parameters relevant to ranging and localization.

Index Terms—ultra-high-frequency (UHF) RF identification
(RFID), channel characterization, ranging, positioning, localiza-
tion, narrowband, wideband, ultra-wideband

I. INTRODUCTION

Localization in UHF RFID has seen a lot of research in

the past years, but no conclusive breakthrough [1]. Due to

limitations enforced by tag design and regulations, employed

ranging systems are mostly narrowband and thus share a com-

mon property: They cannot distinguish individual multipath

components (MPCs), i.e., the range estimate is based on an

“average path”. This generally results in biased estimates and

high standard deviations if the direct path is not the dominant

MPC. As opposed to ultra-wideband (UWB) localization [2],

the ranging error for narrowband systems depends on the shape

of the entire channel impulse response (CIR), and especially

on the power ratio between the direct and indirect paths.

Unfortunately, there is little information available regarding

the CIR of UHF RFID channels, because wideband parameters

are usually not treated in the context of the narrowband RFID

system. This is a major problem for theoretical and simulation-

based ranging analyses, where the influence of the direct (line-

of-sight, LOS) path is usually overestimated.

D. Arnitz and K. Witrisal are with the Signal Processing and Speech
Communication Laboratory, Graz University of Technology, Graz, Austria
(e-mail: daniel.arnitz@tugraz.at, witrisal@tugraz.at).
U. Muehlmann is with NXP Semiconductors, Gratkorn, Austria (e-mail:

ulrich.muehlmann@nxp.com).
This work has been funded by NXP Semiconductors, Gratkorn, Austria, and

by the Austrian Research Promotion Agency (FFG) under the grant number
818072.

We hope to fill this gap by presenting comprehensive

analyses of the UHF RFID channel in a warehouse portal,

including an evaluation of deterministic and stochastic models

for this channel.

This paper is organized as follows: Common multipath

channel models are briefly discussed in Section II, while

a short summary of channel parameters and their influence

on (narrowband) ranging is given in Section III. Section IV

sketches the measurement setup and used simulation models

and their parameterization are given in Section V. Analyses of

the empty gate are presented in Section VI, while Section VII

is dedicated to the analysis of the gate with a pallet containing

liquids passing through. These analyses are mostly based

on point-to-point measurements between reader and tag; a

simple method to apply the results on backscatter channels

is presented in Section VIII.

II. DISCUSSION OF CHANNEL MODELS

Channel models in UHF RFID are commonly based on

single reflections, such as two-path (floor reflection) or three-

path models (floor and gate/wall reflection) [1], [3], [4].

Full-blown raytracing is sometimes mentioned, but ultimately

rarely used, e.g., [5]. Hybrid models like [3] are uncommon,

too. As read rates in UHF RFID are directly connected to the

power received by the tags, the aim of UHF RFID channel

models is exclusively the modeling of the receive power at

the tag; all other considerations are secondary.

(Ultra-)wideband channel models, such as the IEEE

804.15.4a channel model [6], on the other hand, do not focus

exclusively on the overall receive power, but on individual

multipath components instead. Because they essentially de-

scribe the CIR and thus the most generic channel charac-

teristic, they are suitable for the analyses of any ranging

method, including narrowband approaches. Unfortunately, as

opposed to more common wireless links such as in cellular

or wireless networks, the UHF RFID channel is very short-

range and highly deterministic due to directive antennas and

strong reflections in the immediate vicinity [3], [7]. As a

consequence, well-known channel models and characteriza-

tions such as [6], [8], [9], including models and analyses

for industrial environments [6], [10], [11], are not directly

applicable to UHF RFID channels due to the dominant effects

of the local geometry. Furthermore, the UHF RFID channel is

a degenerate (pinhole) channel due to its backscatter nature,

cf. [12].

From the viewpoint of ranging, the channel is structured

as shown in Fig. 1. The feedback incorporates all parts of

the received signal that have not been modulated by the tag,
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channel TX→tag

(downlink)

channel tag→RX

(uplink)

tag (modulating)
channel TX→RX

(feedback)

noise

TX
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+

Fig. 1. Channels from the viewpoint of ranging. Note that all channels are
time-variant and may only be assumed to be short-time-stationary.

i.e., mismatches at the antenna port for monostatic1 setups,

direct coupling for bistatic setups, as well as unmodulated

environmental reflections. The backscatter channel comprises

downlink (TX→tag) and uplink (tag→RX) channel, as well

as the tag (time-variant reflection coefficient). This combined

channel is the basis for any backscatter-based localization

system; individual channels are not accessible.

For the presented analyses, we will neglect the tag

and focus on the wireless channels. These analyses are

based on measurements conducted in a frequency range of

0.5−1.5GHz, thus including the UHF RFID frequency range

at 860−960MHz. The UWB bandwidth of 1GHz was chosen
in order to obtain generic results that are valid for all ranging

methods currently under research (narrowband through UWB),

and to be able to assess the channel in detail and identify

major components in the CIR. The measurement setup itself

was designed like a UHF portal, with UWB reader antennas

having a gain pattern similar to an Intermec IA39B [13]

and omnidirectional UWB tag antennas. A more detailed

description of the setup can be found in [7].

III. CHANNEL PARAMETERS AND THEIR INFLUENCE ON

RANGING AND LOCALIZATION

As opposed to UHF RFID systems, the fine time resolu-

tion of UWB signals allows for the separation of individual

propagation paths, i.e., the observation of the CIR. This gives

a more thorough insight into the channel and its effects on

any system that relies on channel-based estimates, such as

ranging and localization. From the viewpoint of narrowband

systems, on the other hand, the channel is a single complex

gain factor with random attenuation and phase shift, and some

group delay.

Typical wireless channels feature an exponentially decaying

power-delay-profile (PDP; essentially the squared magnitude

of the average CIR). The first arriving component corresponds

to the direct (LOS) path between transmitter and receiver and

all following components to indirect (reflected) paths. The

square root of the second central moment of the normalized

PDP is called RMS delay spread (τRMS), while the last

significant delay is referred to as the maximum excess delay

[14]. For localization, the power ratio of the direct (LOS) path

to all indirect paths is of vital importance, as it quantifies the

influence of the direct path on the entire delay-profile. This

ratio is provided by the K-factor w.r.t. the LOS path, KLOS.

Note that this is not necessarily identical to the definition of

1monostatic: TX=RX-antenna, bistatic: separate TX and RX antennas
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Fig. 2. Influence of wideband channel parameters (KLOS and τRMS) on
ranging accuracy (TX→tag only, 105 ensembles). The plots show bias and
standard deviation for a phase-based ranging method with 1MHz bandwidth.

the Ricean K-factor, which uses the strongest path instead of

the direct path [15]. We will use the term “K-factor” (KLOS)

for the K-factor w.r.t. the LOS component in this paper.

For high K-factors, the direct path is dominant in the

complex gain factor of a narrowband signal and narrowband

ranging will give accurate results. For low KLOS, the gain

factor is mainly determined by indirect paths. Depending on

the RMS delay spread and the shape of the CIR, this results in

a bias of the gain factor towards indirect (i.e., longer) paths.

Also, the dominance of random NLOS components leads to

high standard deviations of narrowband range estimates for

low KLOS. This dependence is illustrated in Fig. 2. As can

be seen, the bias increases with the RMS delay spread but is

close to zero for high K-factors. At the same time, the standard

deviation increases with KLOS and τRMS.

Depending on the ranging method, also correlation in spatial

and frequency domain have a strong influence on ranging ac-

curacy. This correlation is described by the coherence distance

and the coherence bandwidth, respectively. The coherence

distance (coherence length) is the distance a receiver may

move for a fixed transmitter before the correlation between

the instantaneous CIR and the CIR at the original position

drops below a given value (typ. 50, 70, or 90%). This

value is important for all ranging approaches that use the

difference between two channel-based estimates in order to

remove the influence of multipath propagation, e.g. [16]. The

coherence bandwidth specifies the frequency offset at which

the autocorrelation of the channel transfer function (CTF)

drops below a specified value and is important for all ranging

methods that work in the frequency domain, for example by

evaluating the phase shift between carriers [17]–[19]. A similar

definition exists for the time dimension (coherence time).

IV. MEASUREMENT SETUP

A. Environment Description

All measurements were performed in NXP’s Application

and System Center (ASC) in Gratkorn, Austria, to ensure

a realistic warehouse environment. The ASC is located in

a converted production hall (approx. 40 × 15 × 7m) with

corrugated metal walls and ceiling, and a steel-reinforced

concrete floor. The entire hall is cluttered with metal objects

of different sizes (from boxes with screws to a room-sized

anechoic chamber).
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Fig. 3. Gate setup with TX array positions (left: top view, right: back view).

Fig. 4. Photograph of the gate setup with “free space” pallet and metal
backplanes. The transmitter arrays are positioned on the orange stands to the
left and right of the pallet mover, while the receiver antennas are mounted on
the pink polyurethane foam slab.

B. Gate Setup

The measurement setup (see Fig. 3) was constructed like a

UHF-RFID portal: The transmitter arrays were positioned 3m
apart (front to front) to the left and right of a pallet mover. The

antenna heights (floor to center) were 0.5m (TX2) and 1.5m
(TX1), respectively. The backplanes behind the transmitter

antennas (80×195 cm, 22 cm from the back of the transmitter

arrays) spanned a portal of 3.8m width. Measurements were

done with metal backplanes (typ. for portals, cf. [3]) and with

absorber backplanes (reflectivity approx. −20 dB). A picture

of the setup is shown in Fig. 4. All antennas were vertically

polarized.

Receiver antennas were fixed at different x- and z-positions

on polyurethane foam slabs, which were themselves mounted

on the pallet. The pallet was then incrementally moved through

the gate (along y) while recording. This was done for several

positions on the pallet with a spacing of 10 cm between two

adjacent measurements in x, y, and z. The entire set of

recorded receiver positions is used as a virtual array in the

analyses below.

The channel measurements were performed in a frequency

range of 0.5 through 1.5GHz with 1MHz stepsize, using a

Rohde&Schwarz ZVA-24 network analyzer with 4 ports. This

stepsize results in an ambiguity range of roughly 1 µs (maxi-

mum path length 300m), which was found to be sufficient in

this environment. The bandwidth resolution of the network

analyzer was set to 10 kHz and the conducted power was

TX1TX2
Zone 1: inside the portal
(deterministic, high KLOS, low τRMS)

Zone 2: outside the portal
(stochastic, low KLOS, high τRMS)

Zone 2: outside the portal
(stochastic, low KLOS, high τRMS)

x

y
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p
o
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m
]
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Fig. 5. Definition of zones for the portal. Zone 3 covers the area far from
the portal (purely stochastic, very low KLOS, high τRMS).

0 dBm, resulting in an effective dynamic range of 100 dB (high

noisefloor due to active UHF RFID readers and mobile phones

in the vicinity). The system was calibrated up to the antenna

ports. Calibration of the remaining delay and gain was done

using the known line-of-sight distance and power. A more

detailed description of the measurement setup, including full

UWB directivity patterns of the used antennas, can be found

in [7].

For the following analysis, the portal has been separated in

three zones as shown in Fig. 5. As UHF RFID uses directive

antennas and often metal portals, it can be expected that

“the typical UHF RFID channel” shows different behavior

inside and outside the portal. Within the portal (Zone 1,

|y| ≤ 0.5m) the channel is dominated by the portal’s geometry

and thus highly deterministic, especially for metal backplanes.

In the vicinity of the portal (Zone 2, |y| ≥ 1.0m) the portal’s

influence is smaller but still present. Zone 3, which is not

covered by the presented measurements, spans the remaining

space outside the vicinity of the portal and can most likely be

modeled in a purely stochastic fashion (industrial non-line-of-

sight).

C. Pallet Description

All measurements were conducted with two different pal-

lets: An electromagnetically transparent “free space” pallet

(Fig. 4) constructed of a wooden scaffold and polyurethane

foam slabs was used to measure the channels inside the empty

portal. Measurements with this pallet were done in four planes,

two horizontal and two vertical, forming a three-dimensional

virtual array of 1364 receivers that can be used to pinpoint

major sources of reflections (see Section VI). These “free

space” measurements are also used to establish a baseline

for the second pallet, containing liquids and metal-coated

packages. This pallet (cf. Fig. 6) is considered a reference

pallet for heavy field distortions and hard-to-read tags, and

acts as a challenging example for ranging here.

V. SIMULATION SETUP

In order to check the validity of channel models and

to identify the source of multipath clusters, the measure-

ments presented in this paper are compared to simulations.

The simulations were performed using the PARIS simulation

framework, which is open-source and available online [20].

Since the first publication, [21], several new features were
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Fig. 6. Pallet with liquid cleaning agents: Back view (left) and side-view
from TX2 (right). The upper part of the receiver plane is visible to both
transmitter antennas, while the lower part is visible only to TX2. Receiver
antennas were kept at a distance of 10 cm from the liquids.

TABLE I
REFRACTIVE INDEX (REFLECTION/TRANSMISSION MODEL) AND

REFLECTION COEFFICIENT (VTX MODEL) OF SURFACES.

Refractive Index Value Description

floor 2.5 concrete
gate 10 metal mesh w. antennas/cables in front

Reflection Coeff. Value Description

floor 0.5 concrete
gate 0.75 metal mesh w. antennas/cables in front
ceiling 0.85 metal, triangular structure (scatters)
wall 0.4 close to floor: obstructed by clutter
wall + ceiling 0.85 close to ceiling: unobstructed

added. This includes reflective surfaces, simple ray-tracing

abilities, and a UWB field probe mode in which the tags record

channel impulse responses. Antenna directivity patterns were

taken from previous measurements [7]. Reflections are treated

by this simulator using a combination of deterministic (ray-

tracing) and stochastic models:

Single reflections in close proximity of transmitters and

receivers (e.g., TX→floor→RX) are modeled using reflective

surfaces with reflection coefficients derived from the Fresnel

equations. Apart from spatial properties (size, position, ori-

entation), reflective surfaces are defined by their refractive

indices only. Imaginary parts and any frequency dependence

of the refractive indices are neglected. Values used for the

presented simulations are shown in Table I. The chosen values

account for the reflective properties of the respective surfaces

as well as some margin for dispersion by non-ideal surfaces

and clutter objects.

Multiple reflections (e.g., TX→floor→gate→RX) are mod-

eled using virtual transmitters (VTX), i.e, reflected versions

of the original transmitters. The contribution of a virtual

transmitter is controlled by the product of the gain factors of all

surfaces that take part in the creation of the VTX, independent

of the angle of incidence on each surface. This approximation

works for close to perpendicular angles of incidence to the

surface planes (cf. Fresnel equations). Transmitted power is

modeled as difference to reflected power, thus neglecting ab-

sorption. Clusters2 are modeled using a combination of virtual

transmitters and a stochastic small-scale model (see below)

rather than in a purely statistical fashion in order to account

for predictable path geometries, cf. [22]. The parameterization

2A cluster is a group of reflections that belong together. Clusters are usually
created by multiple reflections and scattering at objects that are spatially close.
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Fig. 7. Used distance-dependent small-scale model parameters.

for the presented simulations can be found in Table I.

The channel from all transmitters, including VTX, feature

a stochastic small-scale model [23]. The small-scale model is

globally parameterized by distance-dependent K-factors and

RMS delay spreads. KLOS and τRMS for each transmitter are

chosen according to the path length, as shown in Fig. 7. This

approach makes sure that the deterministic channel dominates

at small distances, while at large distances the stochastic part is

dominant. The treatment of virtual transmitters is slightly dif-

ferent here: Virtual transmitters inherit the RMS delay spread

of the originating transmitter; the K-factor is again chosen

according to Fig. 7. This creates a similar decay for all clusters

in logarithmic scale, cf. [11], [23]. The general shape of these

parameters in combination with the deterministic model has

proven quite useful for industrial and semi-industrial scenarios,

e.g., [24].

VI. IN-DEPTH ANALYSES: EMPTY GATE

As mentioned above, the measurements in the empty gate

form a reference for the channel. The results can be used to

test localization algorithms in a best-case scenario, i.e., with an

unobstructed direct path. The results for the gate with absorber

backplanes can also be taken as reference for applications in

light multipath environments (direct LOS, no reflectors in the

immediate vicinity).

We will start this in-depth analysis with an investigation

of the effects of absorber and metal backplanes, followed by

the identification of major reflectors / clusters (deterministic

parts of the channel), a comparison to established UHF RFID

channel models, and finish with the analysis of the channel

for ranging and localization. In order to mitigate the error

introduced by spatial averaging of PDPs in such an envi-

ronment, cf. [11], we use cumulative distribution functions

(CDFs) of instantaneous channel parameters to complement

the “average channel” shown in the APDPs. A description of

the used estimators and calculations behind these analyses can

be found in [7].

A. Metal vs. Absorber Backplanes

Three-dimensional plots of the spatial distribution of KLOS

and τRMS are shown in Figs. 8 and 9, respectively, for metal

and absorber backplanes. The influence of the backplane

on KLOS and τRMS is quite drastic: The K-factor drops by

8 dB inside and 3 dB outside the portal for metal backplanes

compared to absorbing material, cf. Fig. 10. At the same time
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Fig. 8. K-factor [dB], comparison between absorber and metal backplanes for TX1 and TX2 (coordinate system origin: center of the gate at floor level).

Fig. 9. RMS delay spread [ns], comparison between absorber and metal backplanes for TX1 and TX2 (coord. system origin: center of the gate at floor level).
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Fig. 10. CDFs of the K-factor for metal and absorber backplanes (inside
and outside the portal).
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Fig. 11. CDFs of the RMS delay spread for metal and absorber backplanes
(inside and outside the portal).

the RMS delay spread at the center of the portal increases by

40% to roughly 15 ns (Fig. 11).

The following analyses are limited to metal backplanes,

which are more commonly used in UHF portals [3].

B. Source of Major Reflections / Clusters

Major reflectors were identified using the measured average

power-delay-profiles (APDPs) and videos showing the wave

propagation3. A comparison to simulated power-delay-profiles

with placement of virtual transmitters according to the por-

tal/hall geometry shown in Fig. 12 was used to verify the

presence of a certain reflection in a cluster. These simulations

cover multiple reflections (bounces) between the gate back-

planes, walls, the ceiling, and the floor.

Unsurprisingly, the metal backplanes are the dominant

source of reflections. Up to five bounces can be identified,

including multiple reflections between backplanes and the

floor, see Fig. 13. Reflection at the walls close to the floor

are blocked by the gate and scattered by clutter objects, thus

making wall reflections relatively insignificant. This is, on the

other hand, not true for a double reflection via the ceiling

close to the walls, which is not obstructed by the backplanes

for either transmitter. Unlike the floor, the ceiling is free of

cluttering, thus allowing the wave to bounce between the outer

walls of the hall several times. The APDP shows at least nine

reflections of this specific wave packet, six of which are within

100m and thus visible in Fig. 13.

The general shape of the APDP inside the gate (see Fig. 14)

follows a power law [11]

P (τ) = P0τ
−α (1)

instead of the commonly assumed exponential decay. In (1)

P (τ) is the average power of all MPCs arriving at a delay

of τ and α is a decay constant. This formula is similar to

3Available online: http://www.tinyurl.com/paris-osf/examples
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wave packets can bounce freely.
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the free space path-loss (i.e., the Frijs equation, [25]) and

thus consistent with a mainly deterministic channel, cf. [26].

Note that not only the main shape of the PDP shows this

decay: The clusters created by the wall-reflections close to the

ceiling have a distinctly linear decay in a double-logarithmic

scale, i.e., they also follow (1) both for peak power and cluster

decay. A similar behavior of the ray power decay in industrial

environments has previously been reported in [11]. Outside

the portal, most of the APDP follows an exponential decay.

Finally, a comparison between the measured and simulated

APDPs is shown in Fig. 15. As can be seen, the simulated PDP

(up to the fifth reflection) follows the measured one quite well,

except for the region outside the gate around path lengths of

10 to 20m, where a cluster is not modeled properly. Note
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Fig. 14. Average power-delay-profile (APDP) for TX1 inside and outside
the portal. The APDP inside the gate follows a power law instead of the
commonly assumed exponential decay.
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Fig. 15. Comparison between measured and simulated average power-delay-
profile inside and outside the gate.

that the purely stochastic channel model only fits the general

shape of the APDP for large path lengths. The hybrid model

(stochastic plus deterministic up to the fifth reflection), on the

other hand, fits the shape until the cluster at 80m, which is a

sixfold reflection.

C. Comparison to Common UHF RFID Propagation Models

The most important performance metric for UHF RFID in a

portal is the ratio of tags that can be read while passing through

the read zone. As the range of UHF RFID is typically limited

by the tags’ power requirements, this ratio depends mostly

on the incident power level at the tag (neglecting polarization

and detuning here) [4], [27], [28]. As a consequence, channel
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Fig. 16. Incident power level [dBm] at the tag; carrier frequency 915MHz, transmit power 3.28W EIRP. Comparison between models of different complexity
and the measurement (inside and outside gate). The coordinate system origin is at the center of the gate at floor level.
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Fig. 17. CDFs of the incident power level at the tag (inside and outside the
portal; 915MHz, 3.28W EIRP TX-pwr).

models for UHF RFID focus on carrier power distributions.

It was suggested in [3] to decompose the channel model

into two components which are represented by two planes:

The first plane spans the portal (xz here) and consists of the

average power distribution calculated by deterministic models.

It is usually calculated using a three-ray model consisting of

the direct path, the floor reflection, and the reflection at the

opposite side of the gate, cf. [3], [29]. The second plane is

in the dimension of the tag movement (yz) and modeled in a

stochastic fashion by a bimodal distribution.

Inside the gate, very simple models already sufficiently

describe the incident power at some frequency in terms of

distribution and shape, as can be seen in Figs. 16 and 17. This

validates the usage of a three-ray model (which is a single-

reflection model) when calculating average power distributions

inside the portal.

Outside the gate, on the other hand, the mismatch is more

pronounced. This includes the more complex models due to the

above mentioned modeling problem of the multipath cluster

(missing power) in the range of 10−20m (path length). Also

the purely stochastic model, which by design does not model

geometry dependent parts of the APDP, shows an offset of

about 3 dB. The stochastic model is also not able to reproduce

effects created by deterministically interacting waves, such

as the standing wave pattern visible for the measurement in

Fig. 16.

Based on these results it seems safe to assume that consid-

ering single-point reflections is sufficient to fully model the

RFID channel inside the gate for ranging and localization.

This very common assumption is wrong, as will be shown in

the next Section.

D. Analysis of the Channel for Ranging and Localization

It has already been mentioned in the introduction that the

shape of the channel impulse response, and thus shape param-

eters such as K-factor and RMS delay spread, are the most

important parameters for ranging (narrow-, wide-, and ultra-

wideband). Also the coherence bandwidth (which is loosely

coupled to the RMS delay spread [14], [30]) and the coherence

distance are of vital importance.

A comparison between measurements and different models

for the two most common parameters (KLOS and τRMS) is

shown in Figs. 18 and 19. Even though the simple models

(1-pt deterministic and purely stochastic) were able to predict

the tag receive power inside the gate almost perfectly, K-

factor and RMS delay spread are off by factors. The mismatch

is especially drastic for the K-factor predicted by the purely

stochastic model inside the gate (off by approx. 10 dB for the

median) and the RMS delay spread inside and outside the gate

predicted by the deterministic three-ray model (off by a factor

of five). Considering that the three-ray model already considers

two one-point (single) reflections (floor and gate), it is safe to

assume that the mismatch would be even more dramatic if only

the floor reflection was modeled. Even the complex simulation

employing deterministic and stochastic models is not able to

predict the shown channel parameters perfectly, although the

mismatch is miniscule in comparison. Moreover, the hybrid

model overestimates the multipath propagation slightly instead

of underestimating it, which is preferable.

As the model parameters for the presented simulations

have been optimized manually, an exhaustive optimization

of all parameters could lead to slightly better results for all

models. Nonetheless, a model that neglects important parts

of the channel, such as the single-reflection deterministic or
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Fig. 18. CDFs of KLOS [dB] (metal portal). Comparison between models
of different complexity and the measurement.
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Fig. 19. CDFs of the RMS delay spread [ns] (metal portal). Comparison
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the purely stochastic model, cannot be optimized to fit all

parameters at the same time.

Distributions of KLOS and τRMS for metal and absorber

backplanes in terms of spatial distribution and CDF as well as

APDPs can be found in the previous Sections (Figs. 10 through

9, and 15). The K-factors for metal backplanes are in the rage

of −10 through 5 dB outside and −5 through 10 dB inside the

gate, while the RMS delay spreads range from roughly 10 ns
inside the gate to 60 ns outside. Although in the APDPs the

direct path is always the strongest path, this is not true for the

instantaneous PDPs, especially outside the gate.

Cumulative distribution functions of the 90% coherence

bandwidth and the correlation at a spacing of 12 cm (the

average distance for a rectangle with 10 cm spacing, see [7]
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Fig. 20. CDFs of the 90% coherence bandwidth (empty gate).
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Fig. 21. CDFs of the channel coherence at a spacing of 12 cm from the
original position (empty gate).

for details) are provided in Figs. 20 and 21, respectively.

The correlation at a fixed spacing is used instead of the

coherence distance because it only needs averaging over a

small area and thus keeps the systematic error caused by

the position- and direction dependence of the spaced-distance

correlation function (SDCF) [30] at a minimum, cf. [7], [11].

The coherence bandwidth ranges between 1 and 3MHz outside

and reaches 20MHz inside the gate for metal backplanes

and 100MHz for absorbing material. At a distance of 12 cm,

the measurements show an average (median) correlation of

roughly 90% inside the gate and 70% outside. Note that the

influence of the portal setup (metal/absorber) on coherence

bandwidth and correlation distance is relatively small in the

region outside the gate.

VII. IN-DEPTH ANALYSES: GATE WITH PALLET

The analyses in this Section are intended to complement the

measurements in the empty gate and to assess the influence of

a highly reflective pallet on the wave propagation. To this end,

the receiver antennas have been attached to the left side (closer

to TX2) of the liquids pallet at heights of 0.5 through 1.3m
(the pallet has an approximate height of 1.2m, cf. Fig. 6). As

a result, the upper part of the virtual receiver array is visible to

both transmitters, while the lower part has a clear line-of-sight

only to TX2.

A. Analysis of the Channel for Ranging and Localization

Cumulative distribution functions for the most important

channel parameters can be found in Figs. 22 through 25.

Compared to the empty gate, almost all parameters span wider

ranges.

While the pallet has predominantly adverse effects on the

channel parameters for the absorber gate (dropping KLOS,
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the empty gate are displayed for comparison.).
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Fig. 23. CDFs of the RMS delay spread [ns] (liquids pallet; CDFs for the
inside of the empty gate are displayed for comparison.).

increased probability for high RMS delay spreads, ...) it also

blocks strong gate reflections for the metal gate, thus improv-

ing the situation in some measurements. Nonetheless the pallet

blocks the LOS path from TX1 for most tag positions, which

results in K-factors down to −15 dB and thus values that are

typical for the region outside the gate.

Figs. 26 and 27 show the actual spatial distribution of

KLOS and the spatial coherence. The liquids contained in the

pallet block the line-of-sight to TX1, especially at a height

of z=0.8m. The bottom of the pallet on the other hand

consists of a wooden (EURO) pallet which creates a narrow

space between the liquids and the metal pallet mover that

acts as a conduit for the signal sent by TX1. This effect can

be seen in the higher K-factor at z=0.6m in Fig. 26 (top).

Another effect of the pallet can be seen in the right part of

the correlation for TX2: The pallet keeps the correlation at

roughly 80% by blocking several indirect paths when outside

the gate (y > 1m).

Figs. 28 and 29 show the errors (bias and standard deviation)

of narrowband range estimates [17], for monostatic and bistatic

antenna setups, respectively. Inside the portal, the monostatic

setup using TX2, which has a clear line-of-sight, reaches a

bias in the range of 10 cm at a standard deviation of 3m for a

single range estimate. Using absorber backplanes, the standard

deviation is roughly 1m (not shown in the plots). The true

range from TX2 is between 0.5 and 2.3m, hence the error

for a single estimate is larger than the true distance, even at

such short range and in direct line-of-sight. Note though that

at least the standard deviation can be considerably reduced by

combining several estimates.
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Fig. 24. CDFs of the 90% coherence bandwidth (liquids pallet; CDFs for
the inside of the empty gate are displayed for comparison.).
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Fig. 25. CDFs of the channel coherence at a spacing of 12 cm from the
original position (liquids pallet; CDFs for the inside of the empty gate are
displayed for comparison.).

B. Feedback Channels

Feedback limits the available dynamic range and might thus

also be a problem for ranging systems. The feedback includes

unmodulated backscattering from the channel (paths that did

not go via the tag) for mono- and bistatic setups as well as

antenna mismatches for monostatic setups (cf. Fig. 1). While

narrowband feedback can be massively attenuated using active

carrier cancellation techniques, this may not be possible for

more wideband signals because of the time-variant nature of

the feedback.

A major goal of ranging and localization in UHF RFID is

to eliminate stray reads created by tags far outside the gate.

Fig. 26. Recorded K-factors while moving through the portal for TX1 (top)
and TX2 (bottom); liquids pallet, metal backplanes; view from TX1. The tag
is attached to the left side (closer to TX2) of the pallet (height approx. 1.2m).
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Fig. 27. Correlations at a spacing of 12 cm while moving through the portal
for TX1 (top) and TX2 (bottom); liquids pallet, metal backplanes; view from
TX1. The tag is attached to the left side (closer to TX2) of the pallet (height
approx. 1.2m).

Fig. 28. Expected value (bias) [m] of a single 2FCW [17] estimate w.
∆f = 1MHz for bistatic setup TX1-TX2 (top) and monostatic setup TX2-
TX2 (bottom); liquids pallet, metal backplanes; view from TX1.

These tags are are powered by constructive interference caused

by multipath propagation, cf. [3]. A potential ranging system

has to be able to range such tags or at least be able to detect

that the distance to the tag is larger than the intended read

zone (classification). Such a tag is the worst case scenario for

ranging: It is outside the main beam of the TX antennas and

possibly far from the portal, which typically results in massive

multipath propagation (and might cause phase ambiguities

for narrowband ranging, cf. [17], [18]). Moreover, the portal

is probably empty at the same time, so the feedback is at

its maximum. For this reason it is imperative to assess the

feedback channel inside and outside the gate compared to the

backscatter channel to the tag.

Fig. 30 shows the APDPs for monostatic and bistatic setups

as well as the APDP of the corresponding backscatter channel

to the tag. As can be seen, the feedback always dominates the

tag signal, especially outside the gate. A dynamic range of at

least 50 dB is needed with in order to be able to separate the

backscatter channel from the much stronger feedback inside

the gate (average power; without any feedback suppression).

The feedback also increases considerably when the pallet is

Fig. 29. Standard deviation [m] of a single 2FCW [17] estimate w.
∆f = 1MHz for bistatic setup TX1-TX2 (top) and monostatic setup TX2-
TX2 (bottom); liquids pallet, metal backplanes; view from TX1.
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Fig. 30. Average power-delay-profile (APDP) for mono- and bistatic feedback
channels in comparison to the APDP of the backscatter channels to the tag.

outside the gate (the pallet blocks some feedback), while at the

same time the backscatter channel has an increased attenuation

caused by gain patterns and higher distances. A dynamic range

of more than 70 dB is needed to still be able to identify the tag

reply in this case. A similar dynamic range is also necessary

for a UWB system to be able to detect the LOS path of the

backscatter channel (peak LOS of backscatter to the same

component in the feedback). Note that this does not include

any polarization mismatches and modulation depths.

Fig. 31 shows the range of K-factors and RMS delay spreads

that should be expected on the feedback channel (on average)

while a pallet is moving through the portal.

C. Expected Performance of UWB-based Ranging

Most ranging systems in UHF RFID focus on narrowband

signals [1]. Only recently some advances were made into

more wideband methods [31], including a proof of concept
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Fig. 31. KLOS and τRMS of two feedback channels while the pallet is
moving through the gate (thin lines: absorber backplanes; bold lines: metal
backplanes). For y=0m the pallet is at the center of the gate.

for UWB-based ranging based on measurements in an en-

vironment that is comparable to the UHF portal [32]. Even

though material properties and free space loss are different in

a UWB frequency band, the main channel parameters should

at least be comparable to the measurements presented in this

paper.

In contrast to narrowband ranging, the strong reflections

created by the metal backplanes could be a benefit when

combined with ultra-wideband localization. A recently pub-

lished UWB localization method utilizes strong reflections

(clusters) to enhance ranging accuracy by using them as virtual

transmitters [33]. Two prerequisites of this method, namely the

presence of strong reflectors and a predominantly deterministic

(i.e., predictable) nature of the channel are met for UHF

portals.

Judging by the measurements, the performance of UWB-

based ranging should easily exceed the performance of any

narrowband method, cf. [34]. Even when the direct path was

obstructed by several hundred liters of packed liquids, the

LOS components could be correctly identified in the presented

measurements. The attenuation of the LOS path by the liquids

(measured between TX1 and TX2) is in the range of 12 dB,
cf. Fig. 32. This is consistent with measurements performed

using a UHF RFID setup [3]. Although the resulting drop of

KLOS will likely be fatal for any narrowband ranging system,

the backscatter modulation may still be detectable by a ultra-

wideband ranging system4.

UWB ranging systems, while being robust to multipath

propagation, may be influenced by the channel even if the

LOS component was correctly identified, though: The ranging

produces a biased estimate if the direct path to the ranged tag

is blocked by a pallet due to the reduced group velocity in the

denser medium. This effect can be seen in the right plot of

Fig. 32: When the LOS path between TX1 and TX2 passes

through the pallet, the estimated distance increases by 30 cm.

The feedback channel TX1→TX2 is shown here instead of the

channel TX1→RX because the effects of the pallet are better

4The required noisefloor may be extremely challenging, though.
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Fig. 32. Line-of-sight gain and estimated distance between TX1 and TX2
(stationary) while the pallet is moving through the gate. For y=0m the pallet
is at the center of the gate. Especially note the changing distance estimate.

visible for this link (the receiver plane moves with the pallet);

the general results for the channel TX1→RX are identical.

VIII. READER - TAG - READER: BACKSCATTER CHANNEL

All results presented in this paper are based on individual

channels, i.e, point-to-point measurements between reader and

tag, in order to keep the analysis independent of a used setup

(monostatic/bistatic) and to be able to directly use the receiver

positions as a virtual array to identify multipath clusters.

UHF RFID, on the other hand, uses backscatter modulation,

hence the reader is receiver and transmitter at the same time,

while the tag is a time-variant part of the channel, cf. Fig. 1.

The individual constituent channels are not accessible.

Backscatter channels in general are degenerate channels,

with more pronounced fading than for the individual up- and

downlink channels [12], [35]–[39]. The backscatter channel

also has lower KLOS and higher τRMS than each constituent

channel [40], [41]. Correlation between the constituent chan-

nels, such as in monostatic setups, additionally decreases KLOS

and increases τRMS [41]. While the exact instantaneous shape

parameters of the backscatter channel can only be calculated

from the backscatter CIR itself due to the random nature of

wireless channels, approximations based on the constituent

channels’ parameters are possible. A complete statistical anal-

ysis of the connection between the individual up- and downlink

channels and the combined backscatter channel can be found

in [41]. The results of this analysis are as follows:

The backscatter K-factor can be approximated independent

of the shapes of the single-channel PDPs via

KLOS,sc =
(

1 −
αK

2

)

·
KLOS,1 · KLOS,2

1 + KLOS,1 + KLOS,2

, (2)

where KLOS,1 and KLOS,2 are the K-factors of the two

constituent channels, and 0 ≤ αK ≤ 1 represents correlation

between both channels. For uncorrelated channels, αK equals

zero, while for fully correlated constituent channels αK = 1.
If the LOS component is not fully isolated, i.e., reflected paths

are mapped to the LOS component due to the limited signal

bandwidth, αK is less than one even in monostatic setups,

where both channels are identical and thus fully correlated.
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Fig. 33. K-factor w.r.t. LOS: Comparison between single-channel approx-
imation (KLOS,sc) and true backscatter parameter (KLOS,bs) for mono- and
the bistatic setup. Values of zero and one are assumed for αK for the bi- and
monostatic case, respectively.

The RMS delay spread of the backscatter channel based on

the constituent channel parameters is approximated via

τRMS,sc =
√

τ2

RMS,1 + τ2

RMS,2 + 2 · ατ · τRMS,1 · τRMS,2, (3)

where 0 ≤ ατ ≤ 1 again represents correlation. Unlike for the

K-factor, ατ depends on the shapes of the constituent PDPs

for correlated channels, and only approaches ατ = 1 for high

K-factors. For fully correlated up- and downlink channels in

monostatic setups, this parameter can be approximated by

ατ,monostat. ≈
KLOS,1

10 + KLOS,1

, (4)

with KLOS,1 = KLOS,2 due to the full correlation. Although

strictly speaking, (4) is only valid for exponential PDPs, the

formula works well also for non-exponential PDPs, cf. [40].

Comparisons of the single-channel approximations to mea-

sured backscatter parameter statistics are shown in Figs. 33

and 34. Obviously, the backscatter channel parameters can

be estimated quite well from the individual ones using the

formulas given above. This includes the area inside the portal

(PDP: power-law, high correlation) and outside the portal

(PDP: exponential, low correlation), as well as LOS and NLOS

cases (LOS blocked by pallet). The small positive bias in

Fig. 33 for the monostatic setups is caused by reflections that

are mapped to the LOS component, thus causing αK < 1 in

spite of the full correlation.

Note that the backscatter K-factor rarely exceeds 0 dB for

the metal-shielded portal, regardless of its contents. Also

the minimum RMS delay spreads inside the metal portal

are extremely high, considering that the minimum values of

15 ns (∼4.5m) are reached at distances below 1m. The only

exception here is TX2 for the liquids pallet, where the pallet
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Fig. 34. RMS delay spread: Comparison between single-channel approxima-
tion (τRMS,sc) and true backscatter parameter (τRMS,bs) for mono- and bistatic
setup.

blocks most gate reflections, leading to a considerably lower

minimum τRMS.

IX. CONCLUSION

A comprehensive investigation w.r.t. ranging and localiza-

tion was presented of the UHF RFID channel, based on

measurements inside a warehouse portal. The influence of

reflecting/absorbing portals as well as the effects of a reflective

pallet on the channel was discussed in detail, including the

feedback in mono- and bistatic setups. Furthermore, the chan-

nel was analyzed for deterministic components and compared

to a number of channel models. A simple relation has been

discussed between the individual channels to and from the tag

and the combined backscatter channel.

It was found that the UHF RFID backscatter channel fea-

tures surprisingly low K-factors and high RMS delay spreads

due to strong reflections created by the setup. K-factors w.r.t.

the LOS component are typically in the range of 0 dB and

below for metal-shielded portals and RMS delay spreads are

above 15 ns even at very short ranges and when the tag is in

direct line-of-sight. As a consequence, the direct path is rarely

the dominant path in this typical UHF RFID setup.

It was also found that classical three-path models, which

are able to correctly predict the average power distribution

inside the portal, are off by factors if calculating any channel

parameter that is relevant to ranging, such as the K-factor w.r.t.

LOS or the RMS delay spread. Using these models to evaluate

the performance of ranging methods in simulations will thus

result in overly optimistic predictions of the ranging error.

A slightly more complex hybrid channel model combining

simplified ray-tracing with a stochastic channel model is able

to correctly predict the channel parameters, including the

channel impulse response.
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Wideband Characterization of Backscatter Channels:
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Abstract—The wireless channel of backscatter radio systems is
a two-way pinhole channel, created by the concatenation of two
standard wireless channels.

We present a method to calculate wideband channel param-
eters of backscatter channels based on the parameters of the
constituent one-way channels. The focus is on characteristics
that are vital for narrowband and wideband ranging, such as
the K-factor w.r.t. the direct (line-of-sight) path and the RMS
delay spread. The presented analyses include uncorrelated as well
as correlated channel pairs, and are thus valid for bistatic and
monostatic antenna setups. We also show that the uncorrelated
scattering (US) assumption holds for the backscatter channel,
provided that the constituent channels are US.

I. INTRODUCTION

Pinhole channels are created by the concatenation of the

channel from the transmitter to the pinhole and the channel

from the pinhole to the receiver. In (semi-)passive ultra-

high frequency radio-frequency identification (UHF RFID),

a prime example for backscatter radio systems, the pinhole

is formed by the RFID tag, as illustrated in Fig. 1. The

overall backscatter channel between TX and RX is composed

of the two individual channels to and from the tag, which

are both multipath radio channels. Pinhole (a.k.a. keyhole,

dyadic, or double fading) channels are quite well-understood in

terms of fading statistics for narrowband signals [2]–[5] and

channel capacity for multiple-input multiple-output (MIMO)

systems [6]–[8]. Even though channel capacity and fading

statistics are fully sufficient to analyze the performance of

communication over a channel, they are insufficient for the

analysis of narrowband and wideband indoor ranging systems

(with the exception of receive-power-based methods). The

performance of these systems depends on the shape of the

power-delay-profile (PDP), and thus on shape parameters like

the K-factor w.r.t. the line-of-sight (LOS) and the root-mean-

square (RMS) delay spread.

We present a generic expression for the average power-

delay-profile (APDP) of pinhole channels based on the APDPs

of the constituent channel pair, both for correlated and for

uncorrelated individual channels, and a closed-form expression

for exponential APDPs. A similar expression for the generic

APDP is derived in [9], however this result is limited to orthog-

onal channels. We also present approximations for common

Parts of this work have been presented at the European Wireless Confer-
ence, [1]. This work was funded by NXP Semiconductors, Gratkorn, Austria,
and by the Austrian Research Promotion Agency (FFG) under grant 818072.
D. Arnitz and K. Witrisal are with the Signal Processing and Speech

Communication Laboratory, Graz University of Technology, Graz, Austria
(e-mail: daniel.arnitz@tugraz.at, witrisal@tugraz.at).
U. Muehlmann is with NXP Semiconductors, Gratkorn, Austria (e-mail:

ulrich.muehlmann@nxp.com).
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Fig. 1. Combination of individual channels reader→tag (downlink) and
tag→reader (uplink) to the backscatter channel reader→tag→reader.

shape parameters of the pinhole APDP, such as K-factor w.r.t.

the LOS component (KLOS), RMS delay spread (τRMS), and

average excess delay (τAVG), based on the parameters of the

individual channels, cf. Fig. 1. These formulas can be used to

calculate backscatter channel parameters from point-to-point

measurements of the constituent channel(s), e.g, [10]–[14].

This paper is organized as follows: A generic expression

for the APDPs of backscatter channels is derived in Section II,

while a closed-form solution for the typical exponential APDP

of short-range indoor channels is introduced in Section III.

Section IV deals with the K-factor w.r.t. the LOS path, while

expressions for the RMS delay spread and the average excess

delay of the backscatter channel are derived in Sections V

and VI, respectively. Validation for exponential APDPs and a

discussion of robustness w.r.t. non-exponential decays can be

found in Section VII, and a measurement-based validation is

provided in Section VIII. The appendix contains an investi-

gation of the uncorrelated scattering (US) assumption for the

combined backscatter channel.

II. STATISTICAL DERIVATION OF THE BACKSCATTER

AVERAGE POWER-DELAY-PROFILE

We define the time-invariant complex equivalent baseband

channel impulse responses (CIRs) of the band-limited channels

to and from the pinhole by uniformly sampled tapped delay

lines [15]

g[n] = g(τ = nT ) := g0δ[n] +

N
∑

i=1

giδ[n − i] (1)
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h[n] = h(τ = nT ) := h0δ[n] +

M
∑

j=1

hiδ[n − j]. (2)

where T is the tap interval, h0 is the LOS component of h[n],
hi is the i-th reflected (non-line-of-sight, NLOS) component

at delay τ = iT , and δ[·] is the Kronecker delta. All channels

are causal, thus i > 0 and j > 0, and have been normalized

to have their LOS component at n =0. This normalization

has no effect on the results, as the analyzed parameters

are shift-invariant1. Time-invariance is assumed for notational

simplicity, although only short-time wide-sense-stationarity

(WSS) is required. Also the sampled representation is chosen

purely for notational simplicity; we will use continuous-time

representations in other parts of this paper. Both representa-

tions are equivalent due to the band limitation of the channels.

In the tapped delay line model, each tap represents a large

number of physical paths. As a consequence of the central

limit theorem [16] each NLOS component in the complex

baseband representation can be modeled as zero-mean circular-

symmetric complex Gaussian (ZMCSCG) random variable.

Also the sampled LOS component will be random to some

degree even in direct line of sight, because indirect physical

paths close to the LOS path are mapped to the LOS component

in the sampled model. In the ideal case, which we will assume

for now, the LOS component has a constant amplitude and

uniform phase. We will discuss the influence of random LOS

amplitudes at the end of this section.

|g0|, |h0| ∼ const., ∠g0, ∠h0 ∼ U(0, 2π) (3)

gi ∼ CN (0, σ2
i /2) (4)

hj ∼ CN (0, η2
j /2) (5)

The individual multipath components are assumed to be

uncorrelated (US), cf. [15], [17], [18], i.e.,

E
{

gig
∗

j

}

= 0, E
{

hih
∗

j

}

= 0, E
{

gih
∗

j

}

= 0 ∀i 6= j (6)

As a first step, the combined channel is obtained by convo-

lution of the two constituent channels,

f [n] = g[n] ∗ h[n] = g0h0δ[n] + h0

N
∑

i=1

giδ[n − i]

+ g0

M
∑

j=1

hjδ[n − j] +

N
∑

k=1

M
∑

m=1

gkhmδ[n − k − m].

(7)

The first term in (7) is the LOS component of the combined

pinhole channel. All the other components form the NLOS

part. We will focus our derivation on the NLOS part and

rewrite it in vector notation in order to remove the delta pulses

and further simplify the notation. By defining

g̃ :=
[

g1 g2 · · · gN 0 · · · 0
]T

(M + N − 1) × 1 (8)

h̃ :=
[

h1 h2 · · · hM 0 · · · 0
]T

(M + N − 1) × 1 (9)

f̃ :=
[

f1 f2 · · · fN+M−1

]T
(M + N − 1) × 1 (10)

1The K-factor is a power ratio and does not depend on the delay axis at all.
The RMS delay spread is a central moment of the APDP, hence the average
time shift is irrelevant. The average excess delay is defined relative to the
LOS delay and thus shift-invariant.

for the random NLOS part of the channel impulse responses,

and the convolution matrix

H̃ :=













h1 0 0 · · ·
h2 h1 0 · · ·
h3 h2 h1 · · ·
...

...
...

. . .













, (M + N − 1) × N (11)

we can write the NLOS part of the backscatter CIR as

f̃ = g0h̃ + h0g̃ + H̃g̃. (12)

The average power-delay-profile for WSSUS channels is

the second moment (autocorrelation) of the channel impulse

response, cf. [15], [17], [18]. A proof for the validity of the

US assumption for the backscatter channel can be found in

the appendix. We will denote the APDP by S in the vector

notation and S(τ) in the continuous-delay notation, and start

by writing down the NLOS part of the backscatter APDP,

Sf,NLOS := E
{

f̃ ◦ f̃∗

}

= E
{

g0g
∗

0h̃ ◦ h̃∗ + h0h
∗

0g̃ ◦ g̃∗

}

+ E
{

H̃g̃ ◦ H̃∗g̃∗

}

+ E
{

g0h
∗

0h̃ ◦ g̃∗ + g∗0h0h̃
∗ ◦ g̃

}

+ E
{

g0h̃ ◦ H̃∗g̃∗ + g∗0h̃∗ ◦ H̃g̃
}

+ E
{

h0g̃ ◦ H̃∗g̃∗ + h∗

0g̃
∗ ◦ H̃g̃

}

,

(13)

where ◦ denotes the element-wise multiplication of vectors.

Using the zero-mean property of g̃ and h̃, we can define

the NLOS APDPs of the individual channels

σ2 = Sg,NLOS := E{g̃ ◦ g̃∗}
=

[

σ2
1 σ2

2 · · · σ2
N 0 · · · 0

]T
(M + N − 1) × 1

(14)

η2 = Sh,NLOS := E
{

h̃ ◦ h̃∗

}

=
[

η2
1 η2

2 · · · η2
M 0 · · · 0

]T
(M + N − 1) × 1

(15)

and calculate the expected values of the first two summands

in (13)

E
{

g0g
∗

0h̃ ◦ h̃∗ + h0h
∗

0g̃ ◦ g̃∗

}

= |g0|2η2 + |h0|2σ2. (16)

The next term,

E
{

H̃g̃ ◦ H̃∗g̃∗

}

= . . .

=













h1g1 · h∗

1g
∗

1

(g1h2 + g2h1) · (g1h2 + g2h1)
∗

(g1h3 + g2h2 + g3h1) · (g1h3 + g2h2 + g3h1)
∗

...













(17)

contains fourth-order cross-terms between all channel taps. It

can be shown that [19]

E{x1x
∗

2x3x
∗

4} = E{x1x
∗

2}E{x3x
∗

4} + E{x1x
∗

4}E{x∗

2x3}
(18)
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for zero-mean complex Gaussian variables x1 . . . x4. Using

(18), we can split the fourth-order terms into auto- and cross-

correlation terms of the CIRs

E
{

gig
∗

j hkh∗

l

}

= E
{

gig
∗

j

}

E{hkh∗

l } + E{gih
∗

l }E
{

hkg∗j
}

.
(19)

The autocorrelation terms, E
{

gig
∗

j

}

and E{hkh∗

l }, can easily

be obtained from the definitions in (4)–(6). For the two

cross-correlation terms we know from the Cauchy-Schwarz-

inequality that

E{gih
∗

l }2 ≤ E{gig
∗

i }E{hlh
∗

l } , (20)

and that equality holds if gi and hl are fully correlated

[20]. We will limit the derivation to zero correlation (ideal

bistatic setup) and full correlation (monostatic setup), and

thus provide bounds for full/no correlation. Note that full

correlation implies that the channels are linearly dependent,

and thus in every practical sense gi =hi ∀i. Hence

E{gih
∗

l } =















0 i 6= l

0 i = l and g(τ), h(τ) uncorr.

σiηl i = l and g(τ), h(τ) identical

(21)

By applying this approach, it is slightly tedious but straight-

forward to show that

E
{

H̃g̃ ◦ H̃∗g̃∗

}

=

{

Θ
2σ2 g(τ), h(τ) uncorr.

2 ·Θ2σ2 g(τ), h(τ) identical
(22)

with

Θ
2 := E

{

H̃ ◦ H̃∗

}

=













η2
1 0 0 · · ·

η2
2 η2

1 0 · · ·
η2
3 η2

2 η2
1 · · ·

...
...

...
. . .













. (23)

All the remaining terms in (13) contain as least one of the

non-Gaussian RVs g0 and h0, hence (18) does not immediately

hold for these terms. However, by extracting the random phase

of g0 and h0 we can exclude the remaining constant amplitudes

from the expectation operators. The phase shifts are absorbed

by the NLOS channel taps without any effect due to their

circular symmetry. It follows that

E
{

g0h
∗

0h̃ ◦ g̃∗ + g∗0h0h̃
∗ ◦ g̃

}

= |g0||h0| · E
{

h̃ ◦ g̃∗ + h̃∗ ◦ g̃
}

=

{

[ 0 · · · 0 ]T = 0 g(τ), h(τ) uncorr.

2|g0||h0| · σ ◦ η g(τ), h(τ) identical

(24)

Finally, it is straightforward to show that the last remaining

terms of (13) are zero due to the zero-mean property of g̃, h̃,

and H̃ .

E
{

h̃ ◦ H̃∗g̃∗

}

= E
{

h̃∗ ◦ H̃g̃
}

=
[

0 · · · 0
]T

= 0 (25)

E
{

g̃ ◦ H̃∗g̃∗

}

= E
{

g̃∗ ◦ H̃g̃
}

=
[

0 · · · 0
]T

= 0 (26)

Hence, the NLOS part of the backscatter APDP is

Sf,NLOS = |g0|2η2 + |h0|2σ2

+

{

Θ
2σ2 g(τ), h(τ) uncorr.

2Θ2σ2 + 2|g0||h0| · σ ◦ η g(τ), h(τ) identical

(27)

From (27), we can deduce two major conclusions:

1) For uncorrelated constituent channels, the backscatter

APDP is the convolution of the individual APDPs.

Proof: By separating the APDPs of the channels

into LOS and NLOS parts

S(τ) =















0 τ < 0

SLOS · δ(τ) τ = 0

SNLOS(τ) τ > 0

, (28)

where δ(τ) is the Dirac delta, the convolution of the

APDPs of g and h,

Sf (τ)= Sg(τ) ∗ Sh(τ), (29)

results in

Sf,LOS = Sg,LOS · Sh,LOS (30)

and

Sf,NLOS(τ) = Sg,LOS · Sh,NLOS(τ)+ Sh,LOS · Sg,NLOS(τ)

+ Sg,NLOS(τ) ∗ Sh,NLOS(τ).
(31)

This decomposition is also illustrated in Fig. 2. Switch-

ing to vector notation and inserting (14), (15), and (23)

into (31), we obtain |g0|2η2 + |h0|2σ2 + Θ
2σ2 for the

NLOS part of the combined channel, which matches (27)

for uncorrelated channels.

2) For fully correlated constituent channels, the NLOS

part of the backscatter APDP is multiplied by a factor

of two compared to two independent, but identically

parameterized constituent channels.

Proof: With identical constituent channels,

gi =hi ∀i, (27) reduces to

Sf,NLOS,corr. = 4|g0|2σ2 + 2Θ2σ2, (32)

while for two uncorrelated channels with σ2 = η2 and

|h0|= |g0| we get

Sf,NLOS,uncorr. = 2|g0|2σ2 + Θ
2σ2. (33)

An example is presented in Fig. 3.

Summing up, the APDP of the backscatter channel can be

calculated via convolution of the APDPs of the individual

channels if these channels are uncorrelated. This matches the

results in [9], and is also similar to the Kronecker product

for the overall correlation matrix in [7]. For fully correlated

channels, the NLOS part of the backscatter APDP is merely

multiplied by a factor of two; the general shape stays the same.

This is not limited to a specific type of APDP and thus applies

to all pinhole channels.
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g(τ) h(τ)

gLOS(τ)

gNLOS(τ) hLOS(τ)

hLOS(τ)

hNLOS(τ)

hNLOS(τ)

TX

TX

RX

RX

KLOS,g KLOS,h

f(τ) with KLOS,f

PLOS,g

PLOS,f

reader → tag tag → reader

decomposition into

LOS and NLOS

components

overall (backscatter/pinhole) LOS path

+

+

+

Fig. 2. Decomposition of the constituent channels into LOS and NLOS
parts (for uncorrelated channels). This compares to the structure of (30) and
(31), as well as (37) and (38), and also illustrates the steps in calculating the
pinhole channel’s LOS K-factor, KLOS,f .

The same reasoning can be applied to the LOS component

if the assumption of a constant amplitude does not hold. Due

to the linearity of the models the LOS component can be split

into a component with constant amplitude and uniform phase

and an additive ZMCSCG random variable. Both random

variables are uncorrelated due to the US assumption. For fully

correlated channels, the power of the Gaussian LOS part will

be doubled in the backscatter APDP, just like the NLOS part.

As a theoretical limiting case, the entire APDP is doubled if

the sampled LOS component is composed entirely of reflected

paths. Again, this is not limited to specific shapes of APDPs.

III. BACKSCATTER AVERAGE POWER-DELAY-PROFILE

FOR EXPONENTIALLY DECAYING CHANNELS

Indoor average power-delay-profiles are typically exponen-

tial due to rich scattering (e.g., [21], [22]). We will now

calculate a closed-form indoor backscatter APDP, separated

into LOS and NLOS parts

Sf (τ) = Sg(τ) ∗ Sh(τ) =















0 τ < 0

Sf,LOS · δ(τ) τ = 0

Sf,NLOS(τ) τ > 0

. (34)

For the channels to and from the pinhole, g(τ) and h(τ), we
assume short-range indoor APDPs [23]

Sg,LOS = ρ2
g, Sg,NLOS(τ) = Πge

−γgτ (35)

Sh,LOS = ρ2
h, Sh,NLOS(τ) = Πhe

−γhτ (36)

where ρ2 is the LOS power, Π is the NLOS power density,

and γ is the NLOS decay constant. Using these definitions,

0 5 10 15 20 25 30 35 40 45 50
−30

−25

−20

−15

−10

−5

propagation delay, τ [ns]

A
P

D
P

, 
S

(τ
) 

[d
B

] 
 

 

 
constituent channels; S

g
(τ) = S

h
(τ)

backscatter channel, bistatic; S
f,uncorr.

(τ)

backscatter channel, monostatic; S
f,corr.

(τ)

Fig. 3. Simulation-based example showing the doubling of NLOS power
due to coherent combining. Both constituent channels are exponentially
decaying, with KLOS,g = KLOS,h = −5 dB and τRMS,g = τRMS,h = 15 ns,
and are either identical (monostatic) or independent (bistatic). The shown
APDPs are averaged over 104 instantaneous PDPs.

we obtain

Sf,LOS = ρ2
gρ

2
h (τ = 0) (37)

and

Sf,NLOS(τ) = ρ2
gΠhe

−γhτ + ρ2
hΠge

−γgτ

+
ΠgΠh

γg − γh

(

e−γhτ − e−γgτ
)

. (τ > 0)
(38)

This is the result for uncorrelated channels. Using the conclu-

sions from Section II, we know that coherent combining of

the NLOS part will double the power (density) of (38).

Expressions that link KLOS, τRMS, and the overall power P0

with ρ, Π, and γ are provided by [23] along with the APDP:

Π =
P0γ

KLOS + 1
(39)

γ =
1

τRMS

·
√

2KLOS + 1

KLOS + 1
(40)

ρ2 = P0
KLOS

KLOS + 1
(41)

IV. K-FACTOR W.R.T. THE LINE-OF-SIGHT COMPONENT

The K-factor w.r.t. LOS (KLOS) only depends on the ratio

between LOS and NLOS power,

KLOS :=
PLOS

PNLOS

=
SLOS

∫

∞

0
SNLOS(τ) dτ

, (42)

and is thus independent of the actual shape of the APDP and

the overall power P0 = PLOS + PNLOS =
∫

∞

−∞
S(τ) dτ .

The simplest way to calculate KLOS of the backscatter

channel, KLOS,f , is based on the decomposition of each

individual channel into its LOS and NLOS components, as

illustrated in Fig. 2. Using

KLOS =
PLOS

PNLOS

=
PLOS

P0 − PLOS

, (43)

the power of the direct (LOS) path after the first channel is

PLOS,g = P0 ·
KLOS,g

1 + KLOS,g

. (44)

At this point, the signal passes the pinhole and is sent over

the second channel. It is important to note that both impulse
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responses, g(τ) and h(τ), are direct representations of physical
channels and thus causal per necessity. Hence

PLOS,f = PLOS,g∗h = PLOS,g · KLOS,h

1 + KLOS,h

= P0 ·
KLOS,g

1 + KLOS,g

· KLOS,h

1 + KLOS,h

.
(45)

Using (43) again, the overall K-factor w.r.t. the LOS path is

KLOS,f =
PLOS,f

P0 − PLOS,f

=
KLOS,g · KLOS,h

1 + KLOS,g + KLOS,h

. (46)

So far, we’ve treated each channel as an individual, thus

implicitly assuming independent channels. According to the

results in Section II, full correlation between the channels will

add a factor of two to the NLOS power. The LOS component,

on the other hand, ideally has constant amplitude and is thus

not changed by the coherent combining (see Fig. 3). As a

consequence, KLOS,f is reduced by the same factor of two

according to (42).

Combining these observations, the K-factor of the combined

backscatter channel is

KLOS,f =
(

1 − αK

2

)

· KLOS,g · KLOS,h

1 + KLOS,g + KLOS,h

, (47)

where 0≤αK ≤ 1 represents correlation between the con-

stituent channels,

αK =

{

0 g(τ) and h(τ) uncorr.

1 g(τ) and h(τ) identical
. (48)

Note that a stochastic LOS amplitude will cause αK < 1 even

in monostatic setups, see Section II, last paragraph.

From (47) it can be seen that the combined backscatter

channel always has a lower K-factor than each individual

channel, and that the difference is considerably more severe

for low K-factors. Assuming KLOS,g =KLOS,h =KLOS and

uncorrelated channels, for example, KLOS,f asymptotically ap-

proaches K2
LOS for KLOS≪ 1, and KLOS/2 for KLOS ≫ 1. As

a consequence, the LOS component is only dominant on the

backscatter link if both constituent channels have extremely

high K-factors. Channel correlation additionally reduces the

backscatter K-factor.

V. RMS DELAY SPREAD

Unlike for the K-factor, the RMS delay spread of the

backscatter channel cannot be calculated completely indepen-

dent of the shapes of the APDPs of up- and downlink channel.

More precisely, calculating τRMS,f solely based on τRMS,g

and τRMS,h works for uncorrelated channels to and from the

pinhole, and for correlated channels with low K-factors. For

correlated channels with high K-factors though, the individual

shapes and K-factors have to be taken into account, as will be

shown below.

We will start by formally defining the RMS delay spread,

followed by a calculation of τRMS,f for uncorrelated channels.

We will then extend this result to correlated channels and

combine both cases in one equation. Finally, we will specify

this equation for exponential APDPs. A discussion of the

robustness of these results for non-exponential APDPs and

instantaneous PDP can be found in Section VII.

A. General Definitions

The RMS delay spread is the square root of the second

central moment of the normalized APDP [15],

τRMS :=

√

√

√

√

∫

∞

0
τ2S(τ)dτ

∫

∞

0 S(τ)dτ
−

(

∫

∞

0
τS(τ)dτ

∫

∞

0 S(τ)dτ

)2

. (49)

As the LOS component is at τ =0, its only influence on

this formula is via the normalization term
∫

∞

0 S(τ)dτ . We

can thus again split the APDP into LOS and NLOS parts and

skip the LOS term in the numerators,

τRMS =

√

∫

∞

0 τ2SNLOS(τ)dτ

SLOS +
∫

∞

0
SNLOS(τ)dτ

− τ2
AVG (50)

with the average excess delay

τAVG =

∫

∞

0 τSNLOS(τ)dτ

SLOS +
∫

∞

0
SNLOS(τ)dτ

. (51)

B. From Uncorrelated to Correlated Channels

The RMS delay spread for uncorrelated constituent channels

can easily be obtained using a similarity to statistics: If two

independent random variables are added, their distribution

functions are convolved and the variances, i.e., second central

moments, add up. It is shown in Section II and [9] that

the APDPs of two uncorrelated channels are convolved, too.

Hence

τRMS,f,uncorr. =
√

τ2
RMS,g + τ2

RMS,h. (52)

Extending this analogy, the variance of the sum of two

arbitrary random variables x1 and x2 is [20]

var{x1 + x2} = var{x1} + var{x2} + 2 · cov{x1, x2} (53)

where

cov{x1, x2}2 ≤ var{x1} · var{x2} (54)

and

cov{x1, x2}2
=

{

0 x1, x2 uncorr.

var{x1} · var{x2} x1, x2 identical
.

(55)

We can thus assume that the RMS delay spread for fully

correlated channels will be similar to

τRMS,f,corr. ≈
√

τ2
RMS,g + τ2

RMS,h + 2 · τRMS,g · τRMS,h, (56)

based on (53) and the analogy of squared RMS delay spreads

and variances. Unfortunately, this is as far as the analogy

goes. Unlike for uncorrelated channels, the backscatter APDP

for correlated channels is not identical to the convolution of

the single-channel APDPs, even though the CIRs are still

convolved.

As demonstrated in Section II, correlation will lead to

increased NLOS power, thus modifying the distribution of

power within the backscatter APDP. In the limiting case of

identical channels with deterministic LOS amplitudes, the

NLOS power is doubled while the LOS component remains

untouched, i.e.,

Sf,LOS,corr. = Sf,LOS,uncorr. (57)
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and

Sf,NLOS,corr.(τ) = 2 · Sf,NLOS,uncorr.(τ). (58)

Adapting the definitions of RMS delay spread and average

excess delay accordingly, they will contain terms like

2
∫

∞

0 τ2SNLOS,uncorr.(τ)dτ

SLOS,uncorr. + 2
∫

∞

0
SNLOS,uncorr.(τ)dτ

. (59)

The effect of correlation on the RMS delay spread thus

depends on the ratio between LOS and NLOS part. In case of

a negligible LOS component, the correlation has no effect on

τRMS at all. Conversely, the maximum effect (56) is reached

for an extremely dominant LOS part, i.e., very high KLOS.

This variable influence of channel correlation on τRMS,f is

taken into account by adding a parameter ατ to (56), similar

(but not identical) to a correlation coefficient,

τRMS,f =
√

τ2
RMS,g + τ2

RMS,h + 2 · ατ · τRMS,g · τRMS,h. (60)

The parameter ατ can be obtained by comparing the results

for correlated and uncorrelated channels. Looking at (60) and

(52), ατ obviously has to be zero for uncorrelated channels.

In case of full correlation, ατ has to model the dependence

of τRMS,f on the K-factor. Assuming uncorrelated channels

with identical RMS delay spreads τRMS,g = τRMS,h, the squared

RMS delay spread of the pinhole channel is 2τ2
RMS,g . For

identical channels, which necessarily have identical RMS

delay spreads, the result is 2τ2
RMS,g · (1 + ατ ). This translates

to

τ2
RMS,corr. = τ2

RMS,f,uncorr. · (1 + ατ ) . (61)

Unfortunately the dependence of ατ on the shape of the

APDP prevents any further specification without the limitation

to a specific type of decay. From a generic point of view, some

facts are apparent from (60) and (61): Obviously, τRMS,f is

always larger than τRMS,g and τRMS,h, with an additional factor

1+ατ for fully correlated constituent channels. Moreover,

τRMS,f is dominated by the channel with the higher RMS delay

spread due to the geometric sum.

C. Parameter ατ for Exponential APDPs

For exponential APDPs, the factor ατ is derived by a

rather lengthy, but straightforward derivation from (37) and

(38) using the above definions. For full correlation and thus

KLOS,g = KLOS,h, we obtain

ατ,exp. =
K2

LOS,g ·
(

K2
LOS,g · (2KLOS,g + 5) − 2

)

(1 + 2KLOS,g) · (KLOS,g · (KLOS,g + 4) + 2)
2

≈ KLOS,g

10 + KLOS,g

.

(62)

A comparison between the full formula and the approximation

for ατ,exp. is shown in Fig. 4. Following this result, correlation

between the constituent channels can be ignored as long as

KLOS of the individual channels is below 0 dB. For higher

K-factors, the correlation term has to be considered. The

−15 −10 −5 0 5 10 15 20 25

0

0.2

0.4

0.6

0.8

1

K
LOS,g

 = K
LOS,h

 [dB]

α
τ
,e

x
p

.

 

 
exact

approximation

Fig. 4. Correlation factor ατ in the RMS delay spread approximation for
exponentially decaying constituent channels.

approximate version should be sufficiently accurate in these

cases (roughly ±5%). Hence

ατ,exp. ≈
{

0 g(τ) and h(τ) uncorr.

KLOS,g

10+KLOS,g
g(τ) and h(τ) identical

. (63)

VI. AVERAGE EXCESS DELAY

The average excess delay is the first moment of the normal-

ized APDP, cf. (51). As such, and following the same analogy

to statistics as for the RMS delay spread, the backscatter pa-

rameter for uncorrelated constituent channels can be calculated

via

τAVG,f,uncorr. = τAVG,g + τAVG,h (64)

independent of the type of decay. Naturally, (64) can also

be derived for specific types of APDPs: Calculating (51) for

exponential APDPs (35), (36) and substituting (39)–(41) for

ρ, Π, and γ leads to same result,

τAVG,f,uncorr.,exp. =
τRMS,g

√

1 + 2KLOS,g

+
τRMS,h

√

1 + 2KLOS,h

= τAVG,g + τAVG,h.

(65)

For correlated channels with high K-factors and determin-

istic LOS amplitudes though, the average excess delay of the

backscatter channel depends on the shapes of the individual-

channels’ APDPs. This conclusion can be reached following

the same reasoning as for the RMS delay spread above. Again

solving (51) for exponential APDPs, but this time doubling the

NLOS power (see Section V-B), we obtain

τAVG,f,corr.,exp. = τAVG,f,uncorr. ·
(

1 +
K2

LOS,g

2 + 4KLOS,g + K2
LOS,g

)

(66)

with KLOS,g =KLOS,h for identical channels with exponential

decays.

VII. VALIDATION FOR EXPONENTIAL APDPS AND

DISCUSSION OF ROBUSTNESS TO NON-EXPONENTIAL

MULTIPATH DECAYS

Fig. 5 shows a comparison between the backscatter param-

eters and their respective single-channel approximations for

simulated ensembles of CIRs following exponential APDPs.

The simulations cover a range of −20 through 20 dB and

3 to 50 ns for the single-channel K-factor and RMS delay
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Fig. 5. Comparison between approximation and true backscatter parameter
for simulated exponential PDPs. Shown are K-factor (KLOS), RMS delay
spread (τRMS), and average excess delay (τAVG).

spread, respectively. The results in Fig. 5 were generated

using ensemble averages over 100 instantaneous PDPs for

each combination of KLOS,g , KLOS,h, τRMS,g, and τRMS,h.

Approximations are based on (47) and (48) for KLOS, (60)

and the exact version of (62) for τRMS, and (64) and (66) for

the average excess delay, τAVG.
The single-channel approximation can be expected to match

the true backscatter parameters perfectly for exponential

APDPs. Fig. 5 reflects and confirms this expectation: All

markers are on the dashed line, which marks a perfect match

between approximation and true parameter. This validates the

approximation formulas for exponentially decaying channels.

A more thorough analysis can be found in [1].

The assumption of exponential APDPs for indoor environ-

ments is of course a simplification. In reality, clusters will

be an issue [24], but also non-exponential decays, especially

in industrial environments with large metal reflectors [10],

[13]. Moreover, even if the average PDP is exponential, each

instantaneous PDP has an arbitrary shape. It is thus important

that the approximations are robust to non-exponential APDPs

and that they are unbiased when used for instantaneous PDPs.

This robustness is discussed below.

The derivations in Section II do not assume a specific type

of decay. All results in this section are thus valid for all

types of APDPs. This includes the doubling for NLOS power

for fully correlated constituent channels, see (27). Also the

derivations leading to the final formula for the backscatter K-

factor, (47), are independent of the type of multipath decay.

The approximation for KLOS,f is thus valid for all types of

wireless channels. The same is true for the backscatter RMS

delay spread for uncorrelated channels, (52), and also for the

corresponding average excess delay, (64).

In addition, the equations for τRMS,f and τAVG,f with corre-

lated constituent channels, (60), (63), and (66) also work for

non-exponential APDPs with relatively low K-factors. This is

demonstrated in Section VIII, where the formulas are used for

measured channels with non-exponential decays.

VIII. MEASUREMENT RESULTS

In order to fully validate the above derivations, we compare

the single-channel-based approximations to the true backscat-

ter parameters for measured channels.

The used measurements were taken in a UHF RFID ware-

house portal with metal backplanes in an industrial environ-

ment, see [10], [11]. Portal setup and antenna gain patterns

resembled a typical UHF RFID portal, and the channels were

recorded in a frequency range of 0.5 through 1.5GHz [11].

The tag-antennas were mounted on a pallet containing liquids

and metal. This environment is characterized by intense and

very variable multipath propagation with strong deterministic

reflections [10]. The measurements cover exponential and non-

exponential APDPs, LOS and NLOS scenarios, channels with

heavily correlated components, as well as channels where the

LOS component is influenced by spatially close reflections.

See [10] for a full analysis of the measurements w.r.t. ranging

and localization.

Comparisons between the constituent-channel-based ap-

proximations and the corresponding parameters directly es-

timated from the backscatter channel are shown in Figs. 6

through 8. The parameters here are estimated from instanta-

neous PDPs. As a consequence, each individual estimate is a

random variable, which explains the “noise” in the plots. For

an unbiased approximation, the results are clustered around

the 45 ° line, where the constituent-channel-based estimates

and the true backscatter parameter are identical. This has been

marked as dashed line in all plots. Class averages2 are shown

as reference for the reader.

The constituent-channel-based estimates generally follow

the true backscatter parameters, i.e., the backscatter parameters

can be approximated quite well from the single-channel esti-

mates. The approximations use (47) and (48) for KLOS, (60)

and (63) for τRMS, and (64) and (66) for τAVG. Note that (63)

and (66) work well for these largely non-exponential APDPs

(cf. [10]), even though they have been calculated specifically

for exponential decays.

The slight bias for the monostatic case in Fig. 6, especially

for medium to low K-factors, is caused by indirect physical

paths that have been mapped to the LOS component. Because

the approximation assumes αK = 1, the estimate of KLOS,f

from the constituent channels is slightly too low in these

cases. Finally, the outliers in Fig. 6 for very low K-factors are

created by false-positives in the LOS detection. If the LOS

is too weak to be detected, which is increasingly the case

for very low KLOS, the detection locks onto the next higher

component, thus leading to an almost arbitrary positive error

for the backscatter K-factor. RMS delay spread and average

2Averages for ranges of the abscissae, similar to a histogram calculation.
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Fig. 6. Approximation of the backscatter K-factor w.r.t. LOS for measured
power-delay-profiles. Estimates are based on instantaneous PDPs and assume
αK =1 for the monostatic case.
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Fig. 7. Approximation of the backscatter RMS delay spread for measured
power-delay-profiles. Estimates are based on instantaneous PDPs and use the
simplified formula for ατ with exponentially decaying channels, (63).
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Fig. 8. Approximation of the backscatter average excess delay for measured
power-delay-profiles. Estimates are based on instantaneous PDPs and use the
formulas for exponentially decaying channels, (66), for the monostatic setup.

delay, on the other hand, are more robust against such errors,

hence no such outliers are present in Figs. 7 and 8.

IX. CONCLUSION

A method to compute wideband parameters of wireless

backscatter radio channels from the shape parameters of the

constituent channel pair was presented. Expressions for the

K-factor w.r.t. the LOS path, the RMS delay spread, and

the average excess delay of the backscatter channel based on

the individual channels’ parameters are given. The presented

approximations are valid independent of the actual shape of the

average power-delay-profile (APDP), with exceptions for fully

correlated channels with dominant LOS components. These

exceptions are discussed in detail in the paper. It was also

shown that the uncorrelated scattering (US) assumption holds

for the backscatter channel if both individual channels are US,

independent of channel correlation and for all types of APDPs.

As anticipated, the backscatter channel always has a

considerably lower K-factor and considerably higher delay

spreads than both individual channels. For the K-factor, this

is especially true for constituent channels with weak LOS

(KLOS < 0 dB). All parameters are dominated by the most

dispersive constituent channel, i.e., the channel with the lowest

K-factor and the highest delay spread.

It was shown that full correlation between up- and downlink

channel doubles the NLOS energy compared to uncorrelated

constituent channels. Correlation thus additionally decreases

the K-factor and increases the delay spread of the backscatter

channel.

The presented results have been verified based on simulated

and measured indoor channel impulse responses. Although

the shape parameters are defined for the average PDP, the

presented methods can be readily applied to non-averaged,

i.e., instantaneous PDPs, as shown in Figs. 6 through 8.

APPENDIX

A. Uncorrelated Scattering of the Backscatter Channel

It stands to reason that the uncorrelated scattering (US) as-

sumption does not hold for the combined backscatter channel

because of the convolution operation, even if the individual

channels are US.

Uncorrelated scattering implies uncorrelatedness between

the individual paths of a channel impulse response, i.e., the

covariance between different taps has to be zero.

cov{fi, fj} = E
{

fif
∗

j

}

− E{fi}E
{

f∗

j

} !
= 0 ∀i 6= j. (67)

The NLOS part of the backscatter CIR was derived in Sec-

tion II, (12). For convenience, we will repeat this result here:

f̃ = g0h̃ + h0g̃ + H̃g̃. (68)

Clearly, the first two terms in (68) do not create any correlation

between the taps of f̃ , because g̃ and h̃ have uncorrelated

elements. The last term, on the other hand, is the convolution
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of g̃ and h̃, which might lead to correlation. The structure of

this term is

H̃g̃ =













h1 0 0 · · ·
h2 h1 0 · · ·
h3 h2 h1 · · ·
...

...
...

. . .













·













g1

g2

g3

...













=













g1h1

g1h2 + g2h1

g1h3 + g2h2 + g3h1

...













(69)

It can easily be shown that

cov







∑

i

xi,
∑

j

yj







=
∑

i

∑

j

cov{xi, yj} (70)

where xi and yj are arbitrary random variables. Inserting the

elements of H̃g̃ into (67) and using (70), we end up with

covariances between individual terms

cov{gihk, gjhl} = E
{

gihkg∗j h∗

l

}

− E{gihk} · E
{

g∗j h∗

l

}

,
(71)

for example

cov{g1h1, g1h2 + g2h1}
= cov{g1h1, g1h2} + cov{g1h1, g2h1}
= E{g1h1g

∗

1h
∗

2} − E{g1h1} · E{g∗1h∗

2}
+ E{g1h1g

∗

2h
∗

1} − E{g1h1} · E{g∗2h∗

1} .

(72)

The second-order terms in (71) are zero for all circular

symmetric complex random variables

E{gihk} = 0 ∀i, k. (73)

and the fourth-order term can be split into second-order terms

using (18)

E
{

gihkg∗j h∗

l

}

= E
{

gig
∗

j hkh∗

l

}

= E
{

gig
∗

j

}

· E{hkh∗

l } + E{gih
∗

l } · E
{

hkg∗j
}

.
(74)

The first summand here is zero due to uncorrelated scattering

of g̃ and h̃, except for the combination i = j and k = l. The
second summand is always zero for uncorrelated channels, and

only nonzero for correlated channels if i = l and j = k, cf.
(6). Looking at the structure of (69), it is clear that neither

combination of indices is present in any cross-covariance.

Hence

cov{gihj, gkhl} = 0 (75)

for all combinations between different elements of H̃g̃.

The cross-covariances between the first two terms in (68)

and H̃g̃ contain the LOS components of the constituent chan-

nels, g0 and h0. These are non-Gaussian random variables3,

hence splitting the terms using (18) is not possible. We will

instead extract the deterministic amplitude from the expected

value. The uniform phase is then absorbed by the remaining

ZMCSCG variables, cf. (24). This results in

cov{g0hk, gjhl}
= |g0| · E

{

hkg∗j h∗

l

}

− |g0| · E{hk} · E
{

g∗j h∗

l

}

= 0
(76)

3Any Gaussian fraction in an LOS component is independent from the
constant-amplitude part and can thus be modeled as an additive variable (see
discussions at the end of Section II). Consequently, (75) applies.

and

cov{h0gk, gjhl}
= |h0| · E

{

gkg∗j h∗

l

}

− |h0| · E{gk} · E
{

g∗j h∗

l

}

= 0.
(77)

Clearly, the first-order moments here are zero, and it is

straightforward to show that also the third-order moments are

zero due to the zero-mean properties of the variables. We can

thus finally conclude that

cov{fi, fj} = 0 ∀i 6= j i, j = 1, 2, 3, . . . (78)

This leaves possible correlation between the LOS part, g0h0

(cf. (7)), and NLOS-components. Such correlations can only

be present for terms that either contain g0 or h0, and thus only

for the first two terms of (68). Applying (67), and extracting

the constant amplitudes of the LOS parts, we obtain for all

i > 0

cov{g0h0, g0hi} = |g0|2|h0| · E{h∗

i } − |g0|2|h0|E{h∗

i } = 0
(79)

and, following the same reasoning,

cov{g0h0, h0gi} = 0 ∀i > 0. (80)

Combining (78), (79), and (80) then leads to

cov{fi, fj} = 0 ∀i 6= j, (81)

which proves the uncorrelated scattering assumption for pin-

hole channels with correlated or uncorrelated constituent chan-

nels.

REFERENCES

[1] D. Arnitz, U. Muehlmann, and K. Witrisal, “Wideband characterization
of backscatter channels,” in Proc. Europ. Wireless Conf., Vienna,
Austria, Apr. 2011. [Online]. Available: http://www.spsc.tugraz.at/
publications

[2] J. D. Griffin and G. D. Durgin, “Gains for RF tags using multiple
antennas,” IEEE Trans. Antennas Propag., vol. 56, no. 2, pp. 563–570,
2008.

[3] T. Taniguchi, Y. Karasawa, and M. Tsuruta, “An analysis method of
double fading MIMO channels including LOS environments,” in Proc.

IEEE 19th Int. Symp. Personal, Indoor and Mobile Radio Communica-

tions PIMRC 2008, 2008, pp. 1–5.

[4] J. D. Griffin and G. D. Durgin, “Link envelope correlation in the
backscatter channel,” IEEE Commun. Lett., vol. 11, no. 9, pp. 735–737,
2007.

[5] D. Kim, M. A. Ingram, and J. Smith, W. W., “Measurements of small-
scale fading and path loss for long range RF tags,” IEEE Trans. Antennas

Propag., vol. 51, no. 8, pp. 1740–1749, 2003.
[6] P. L. Kafle, A. Intarapanich, A. B. Sesay, J. McRory, and R. J. Davies,

“Spatial correlation and capacity measurements for wideband MIMO
channels in indoor office environment,” IEEE Trans. Wireless Commun.,
vol. 7, no. 5, pp. 1560–1571, 2008.

[7] P. Almers, F. Tufvesson, and A. F. Molisch, “Keyhole effect in MIMO
wireless channels: Measurements and theory,” IEEE Trans. Wireless

Commun., vol. 5, no. 12, pp. 3596–3604, 2006.
[8] A. Paulraj, R. Nabar, and D. Gore, Introduction to Space-Time Wireless

Communications. Cambridge University Press, 2003.
[9] X. Yin, Y. Zhou, and F. Liu, “A generic wideband channel model for

keyhole propagation scenarios and experimental evaluation,” in Proc.

Fourth Int. Conf. Communications and Networking in China ChinaCOM

2009, 2009, pp. 1–5.
[10] D. Arnitz, U. Muehlmann, and K. Witrisal, “Wideband characterization

and modeling of UHF RFID channels for ranging and localization,”
submitted for publication. [Online]. Available: http://www.spsc.tugraz.
at/publications



ACCEPTED FOR PUBLICATION (IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION) 10

[11] D. Arnitz, G. Adamiuk, U. Muehlmann, and K. Witrisal, “UWB
channel sounding for ranging and positioning in passive UHF RFID,”
in 11th COST2100 MCM, Aalborg, Denmark, Jun. 2010. [Online].
Available: http://www.spsc.tugraz.at/publications

[12] M. K. Awad, K. T. Wong, and Z. bin Li, “An integrated overview of
the open literature’s empirical data on the indoor radiowave channel’s
delay properties,” IEEE Trans. Antennas Propag., vol. 56, no. 5, pp.
1451–1468, 2008.

[13] J. Karedal, S. Wyne, P. Almers, F. Tufvesson, and A. F. Molisch,
“A measurement-based statistical model for industrial ultra-wideband
channels,” IEEE Trans. Wireless Commun., vol. 6, no. 8, pp. 3028–3037,
2007.

[14] M. S. Varela and M. G. Sanchez, “RMS delay and coherence bandwidth
measurements in indoor radio channels in the UHF band,” IEEE Trans.

Veh. Technol., vol. 50, no. 2, pp. 515–525, 2001.
[15] A. Molisch, Wireless Communications. John Wiley & Sons, 2005.
[16] H. Cramér, Mathematical Methods of Statistics. Princeton University

Press, 1946.
[17] R. Kattenbach, “Statistical modeling of small-scale fading in directional

radio channels,” IEEE J. Sel. Areas Commun., vol. 20, no. 3, pp. 584–
592, 2002.

[18] P. Bello, “Characterization of randomly time-variant linear channels,”
IEEE Transactions on Communications Systems, vol. 11, no. 4, pp. 360–
393, 1963.

[19] K. S. Miller, Complex Stochastic Processes. Addison-Wesley, 1974.
[20] A. Papoulis and S. U. Pillai, Probability, Random Variables, and

Stochastic Processes, 4th ed. McGraw-Hill, 2002.
[21] L. J. Greenstein, S. S. Ghassemzadeh, S.-C. Hong, and V. Tarokh,

“Comparison study of UWB indoor channel models,” IEEE Trans.

Wireless Commun., vol. 6, no. 1, pp. 128–135, 2007.
[22] D. Cassioli, M. Z. Win, and A. F. Molisch, “The ultra-wide bandwidth

indoor channel: from statistical model to simulations,” IEEE J. Sel. Areas

Commun., vol. 20, no. 6, pp. 1247–1257, 2002.
[23] K. Witrisal, Y.-H. Kim, and R. Prasad, “A new method to measure

parameters of frequency-selective radio channels using power measure-
ments,” IEEE Trans. Commun., vol. 49, no. 10, pp. 1788–1800, Oct.
2001.

[24] A. Saleh and R. Valenzuela, “A statistical model for indoor multipath
propagation,” IEEE J. Sel. Areas Commun., vol. 5, no. 2, pp. 128–137,
1987.



Wideband Characterization of Backscatter Channels

Daniel Arnitz∗, Ulrich Muehlmann∗∗, and Klaus Witrisal∗

∗ Signal Processing and Speech Communication Laboratory, Graz University of Technology, Austria

{daniel.arnitz, witrisal}@tugraz.at
∗∗ NXP Semiconductors, Gratkorn, Austria

ulrich.muehlmann@nxp.com

Abstract—The wireless channel of backscatter radio systems
is a two-way pinhole channel, created by the concatenation of
two standard wireless channels. Pinhole channels cause higher
attenuation and deeper fades than common wireless channels.

Passive ultra-high frequency radio-frequency identification
(UHF RFID) is such a backscatter radio system, with the
backscattering tag acting as pinhole. While the effects of this
type of channel are well-known in terms of fading statistics,
the impact of the pinhole channel on wideband parameters is
unknown.

We present a method to calculate wideband backscatter chan-
nel parameters from the parameters of the constituent channels
to and from the pinhole, with a focus on characteristics that are
vital for narrowband and wideband ranging. The approximations
are verified by simulations and by measurements in a UHF RFID
warehouse portal.

I. INTRODUCTION

Pinhole channels are created by the concatenation of the

channel from the transmitter to the pinhole and the channel

from the pinhole to the receiver. In (semi-)passive ultra-high

frequency radio-frequency identification (UHF RFID), a prime

example for backscatter radio systems, the pinhole is formed

by the backscattering tag, as illustrated in Fig. 1. The overall

backscatter channel between transmitter (TX) and receiver

(RX) at the reader is composed of the two individual channels

to and from the tag. Both constituent channels are multipath

radio channels. Pinhole (a.k.a. keyhole, dyadic, double-fading,

or relay) channels are quite well-understood in terms of

fading statistics for narrowband signals [1]–[4] and channel

capacity for multi-input multi-output (MIMO) systems [5]–[7].

Even though channel capacity and fading statistics are fully

sufficient to analyze the performance of communications, they

are insufficient for the analysis of narrowband and wideband

indoor localization systems (with the exception of receive-

power based methods). We will thus concentrate on a more

general description of the channel, the power-delay-profile

(PDP), which is essentially the squared magnitude of the

channel impulse response (CIR). The authors of [8] present

an expression for the PDP of pinhole channels, but limited to

orthogonal constituent channels. Moreover, no further param-

eterization of the pinhole-PDP is provided.

We present a closed-form expression for the PDP of typ-

ical indoor backscatter channels based on the PDPs of the

constituent (point-to-point) channels, both for correlated and

for uncorrelated point-to-point channels. We also present ap-

proximations for common wideband channel parameters, such

g(τ)

h(τ)

reader, TX reader, RX

backscattering tag (pinhole)

Fig. 1. Illustration of the pinhole effect in (semi)passive UHF RFID systems.
In reality, each channel is composed of up to thousands of relevant paths.

as K-factor and root-mean-square (RMS) delay spread. These

approximations are valid for exponential and non-exponential

PDPs in line-of-sight (LOS) and non-line-of-sight (NLOS)

scenarios, correlated and uncorrelated constituent channels,

and also for predominantly deterministic channels, as shown

below.

The paper is organized as follows: Section II introduces

the notation, defines the channel (model) parameters, and

discusses their influence on ranging. The following Section III

contains closed-form expressions for the channel parameters

of the backscatter channel based on the point-to-point channel

parameters. These expressions are verified in Section IV using

simulated and measured indoor wireless channels.

II. BASICS AND BACKGROUND INFORMATION

A. Wireless Channels

Like any linear system, wireless channels can be represented

by their impulse response, the CIR. Wireless CIRs are typically

modeled in a random fashion in order to account for the

typically unknown and time-variant environment. Similar to

the power spectral density for random signals, the power

delay profile (PDP) is used to describe the frequency-selective

random channel. The PDP (a.k.a. delay power spectrum

or multipath intensity profile) is essentially defined as the

autocorrelation function of the CIR, and can be estimated

by averaging squared CIRs (averaged power delay profile,

APDP). More details along with necessary requirements and

limitations can for example be found in [9], [10] or textbooks

such as [7], [11].

The first arriving component of a wireless CIR corresponds

to the direct (line-of-sight, LOS) path and all following com-

ponents to indirect (reflected, non-line-of-sight, NLOS) paths.
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In Fig. 1 the CIR of the channel from the transmitter (TX)

to the tag, for example, is denoted by g(τ), where τ is the

propagation delay. For notational simplicity, we will assume

that the LOS component is at a delay of τLOS = 0 for all

channels. This has no influence on the results in this paper, as

all analyzed channel parameters are shift-invariant1. Also note

that all CIRs are zero for τ < τLOS and thus τ < 0, because
the LOS is per definition the first nonzero component.

From the PDP, denoted by S(τ) below, we can calculate

several measures that characterize the wireless channel. The

power ratio of the direct path to all indirect paths is of vital

importance for localization, as it quantifies the influence of the

direct path on the CIR. This ratio is provided by the K-factor

w.r.t. the LOS path,

KLOS =
PLOS

PNLOS

=
PLOS

∫

∞

0
S(τ)dτ − PLOS

, (1)

where PLOS and PNLOS are line-of-sight and non-line-of-sight

power, respectively. Note that this is not necessarily identical

to the definition of the Ricean K-factor, which uses the

strongest path instead of the direct path. A second measure

relevant for localization is the root-mean-square (RMS) delay

spread,

τRMS =

√

√

√

√

∫

∞

0
τ2S(τ)dτ

∫

∞

0
S(τ)dτ

−

(

∫

∞

0
τS(τ)dτ

∫

∞

0
S(τ)dτ

)2

, (2)

which specifies the decay of the CIR over delay.

Although these channel parameters are defined based on

the PDP (a fully deterministic function), they can also be

calculated from each individual squared CIR, which is often

called “instantaneous PDP”. Note though, that the squared

CIR is a random process, hence all parameters derived from

instantaneous PDPs are random variables.

B. Effects of Multipath Propagation on Ranging Errors

The impact of multipath propagation on RF-based rang-

ing (i.e., distance estimation) systems depends on the signal

bandwidth and the properties of the channel. Limiting the

bandwith leads to a smoothed CIR due to the uncertainty

relation between time- and frequency-domain representations.

For narrowband systems, the entire CIR collapses to a single

complex gain factor. If the direct path is dominant in the CIR,

i.e., the instantaneous KLOS is large, the direct path is also

dominant in the complex gain factor, and narrowband ranging

will give accurate results. For low KLOS, the gain factor is

mainly determined by indirect and thus purely random paths.

As a direct consequence, narrowband distance estimates will

have a high standard deviation. Moreover, depending on τRMS

and the shape of the PDP, the dominant NLOS results in a

bias of the gain factor towards indirect paths, and thus also in

a biased distance estimate. Similar considerations apply to all

1The K-factor is a simple power ratio and does thus not depend on the delay
axis at all. The RMS delay spread is a central moment, hence the average
time shift is irrelevant.

g(τ) h(τ)

f(τ) = g(τ) ∗ h(τ)
TX

TX

RX

RX

KLOS,g , τRMS,g , ... KLOS,h, τRMS,h, ...

KLOS,f , τRMS,f , ...

reader → tag tag → reader

reader → tag → reader

Fig. 2. Combination of individual channels reader→tag (downlink) and
tag→reader (uplink) to the backscatter channel reader→tag→reader.

systems that are unable to isolate the LOS component. The

PDP, along with shape parameters such as KLOS and τRMS,

can be used to calculate the expected distance errors of such

ranging systems (bias and std. deviation). However, if the LOS

component is correctly identified and extracted, the shape of

the PDP looses its influence on the ranging error. This usually

requires a large signal bandwidth, though.

Passive UHF RFID is one of the most challenging scenarios

for backscatter-based localization. The system is typically

used indoors and in industrial or industrial-like environments

[12]–[14], with massive reflections close to the backscattering

tag. These features, along with the pinhole properties of the

channel, create a severe multipath environment, where the

direct path is rarely dominant and very large bandwidths are

required to properly resolve the closely spaced components

[12], [13]. Conventional wideband approaches such as multi-

carrier or frequency-modulated continuous-wave radar (e.g.,

[15], [16]) suffer from biased and high-variance estimates in

such environments [12], [17]. Ultra-wideband methods such

as [18] are able to correctly identify the LOS path, but suffer

from the massive channel attenuation due to the backscatter

nature and the low signal-to-self-interference ratios, cf. [12].

C. Pinhole and Backscatter Wireless Channels

As mentioned in the introduction and illustrated in Figs. 1

and 2, the backscatter channel is the concatenation of two

wireless channels and as such always a pinhole channel. In

the terminology of RFID, the channel from the reader to the

tag is called “downlink channel”, while the channel from the

tag to the reader is called “uplink channel”, cf. [19]. Up- and

downlink channel are identical for monostatic setups, where

the reader uses only one antenna for simultaneous transmission

and reception. For bistatic reader setups, on the other hand,

they can be (almost) independent, since TX- and RX-antenna

are spatially distinct, cf. [20].

The individual channels to and from the pinhole, represented

by their respective CIRs g(τ) and h(τ), each have their own set
of channel parameters (KLOS, τRMS, ...). It is straightforward

to see from Fig. 2 that the backscatter CIR f(τ) can be cal-

culated by the convolution of g(τ) and h(τ). The connection

between the channel parameters of the backscatter channel

and their counterparts of the individual channels, on the other

hand, is less obvious. Apart from the mathematical point of
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view, which can be found below, we can make some basic

observations regarding the backscatter channel. For this, we

refer to a channel with low KLOS and high τRMS as a “bad”

channel, while a channel with high KLOS and/or low τRMS is

“better” in comparison, i.e., a “good” channel.

• The combined channel is always worse than both individ-

ual channels. This follows directly from the convolution,

which results in a longer channel impulse response and

dispersed peaks (also affecting the LOS peak).

• Correlation between up- and downlink channel has an

adverse effect on the backscatter channel, because coher-

ent combining of the random NLOS-parts increases the

NLOS energy2.

• The statistics of the worse channel dominate the statistics

of the backscatter channel. Hence in bistatic setups, both

reader antennas need to have a clear line-of-sight to the

tag in order to obtain a good backscatter channel. Also

this fact can be inferred from the convolution operation:

The convolution of an ideal CIR w.r.t. ranging (a dirac)

with any dispersive CIR, for example, results in the

dispersive (i.e, bad) one for the overall channel.

III. APPROXIMATION FORMULAS

A. Power-Delay-Profile

It has been shown in [8] that the PDP of a pinhole

channel can be obtained by a convolution of the PDPs of

up- and downlink channel, provided that these channels are

uncorrelated.

By separating the power-delay-profiles of the channels to

and from the tag, Sg(τ) and Sh(τ), into LOS and NLOS parts

Sg(τ) = Sg,LOS · δ(τ) + Sg,NLOS(τ) · σ(τ) (3)

Sh(τ) = Sh,LOS · δ(τ) + Sh,NLOS(τ) · σ(τ) (4)

the convolution of the PDPs can be written as

Sf,uncorr(τ) = Sg(τ) ∗ Sh(τ) = Sg,LOS · Sh,LOS · δ(τ)

+ σ(τ) · [Sg,LOS · Sh,NLOS(τ) + Sh,LOS · Sg,NLOS(τ)

+ Sg,NLOS(τ) ∗ Sh,NLOS(τ)].

(5)

where ∗ denotes the convolution, δ(τ) is the Dirac delta, and

σ(τ) is the step function

σ(τ) =

{

1 τ > 0

0 otherwise
. (6)

Sf,uncorr(τ) is the backscatter PDP for uncorrelated constituent

channels, cf. [8], [21]. Splitting this PDP into LOS and NLOS

parts, we obtain

Sf,LOS = Sg,LOS · Sh,LOS (7)

and

Sf,NLOS,uncorr(τ) = Sg,LOS · Sh,NLOS(τ) + Sh,LOS · Sg,NLOS(τ)

+ Sg,NLOS(τ) ∗ Sh,NLOS(τ).
(8)

2An effect that can also be seen for the variance of two additive random
variables.

Coherent combining of the stochastic NLOS part in case of

fully correlated up- and downlink channels doubles the NLOS

power without changing the shape of the NLOS part [21],

hence

Sf,NLOS,corr(τ) = 2 · Sf,NLOS,uncorr(τ). (9)

Full correlation between the constituent channels also implies

that their K-factors and RMS delay spreads are identical [21],

i.e., τRMS,g = τRMS,h and KLOS,g = KLOS,h.

Passive UHF RFID is typically used indoors, where the rich

scattering leads to exponential PDPs (e.g., [22], [23]). For the

following derivations we thus assume exponential short-range

indoor PDPs for the two individual channels g and h,

Sg(τ) =















0 τ < 0

ρ2

g τ = 0

Πge
−γgτ τ > 0

and (10)

Sh(τ) =















0 τ < 0

ρ2

h τ = 0

Πhe
−γhτ τ > 0

, (11)

where ρ2

g and ρ2

h are the LOS power levels of channels g and

h, respectively, Πg and Πh are the NLOS power densities, and

γg and γh are the decay constants of the channels, cf. [24].

Using these definitions, we calculate the closed-form PDP of

short-range indoor backscatter channels. The LOS component

of this PDP is

Sf,LOS = ρ2

gρ
2

h, (12)

and the NLOS part for uncorrelated channels is

Sf,NLOS,uncorr(τ) = ρ2

gΠhe
−γhτ + ρ2

hΠge
−γgτ

+
ΠgΠh

γg − γh

(

e−γhτ − e−γgτ
)

.
(13)

The NLOS-part is multiplied by a factor of two for correlated

constituent channels, see (9).

From this we will calculate K-factor and the RMS delay

spread of the combined backscatter channel. Formulas linking

ρ, Π, and γ with KLOS and τRMS for the exponential PDPs are

readily provided by [24],

Π =
P0

KLOS + 1
γ, (14)

γ =
1

τRMS

√
2KLOS + 1

KLOS + 1
, (15)

ρ2 = P0

KLOS

KLOS + 1
, (16)

where the overall power PLOS + PNLOS is denoted by P0.

B. K-Factor w.r.t. the Line-of-Sight Component

The K-factor can be directly calculated from (1) by inserting

(12) and (13). Substituting (14)–(16) then leads to

KLOS,f =
Sf,LOS

∫

∞

0
Sf,NLOS(τ) dτ

=
(

1 −
αK

2

)

·
KLOS,g · KLOS,h

1 + KLOS,g + KLOS,h

.

(17)
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where the parameter 0 ≤ αK ≤ 1 represents correlation be-

tween the channels g and h. Due to the doubling of the NLOS

energy for correlated up- and downlink, cf. (9), we obtain

αK =

{

0 g(τ) and h(τ) uncorr.

1 g(τ) and h(τ) fully corr.
. (18)

C. RMS Delay Spread

The RMS delay spread is calculated from the backscatter

PDP via

τRMS,f =

√

∫

∞

0
τ2Sf,NLOS(τ)dτ

Sf,LOS +
∫

∞

0
Sf,NLOS(τ)dτ

− τ2

AVG,f , (19)

cf. (2), where

τAVG,f =

∫

∞

0
τSf,NLOS(τ)dτ

Sf,LOS +
∫

∞

0
Sf,NLOS(τ)dτ

(20)

is the average delay. By solving these equations for (12)

and (13) we obtain the RMS delay spread for uncorrelated

channels,

τRMS,f,uncorr. =
√

τ2

RMS,g + τ2

RMS,h, (21)

with (14)–(16). The same result can also be reached by using

a similarity to statistics: Just like the PDPs of uncorrelated

constituent channels the density functions of two added un-

correlated random variables are convolved and the variances

add up. From this observation is it straightforward to see that

(21) holds for arbitrary types of PDPs.

For correlated channels though, things are more compli-

cated. Looking at the structure of (19) and (20), the doubling

of NLOS-power for correlated channels, cf. (9), will lead to

an imbalance in the denominators. As a consequence, the ratio

between LOS- and NLOS-power—and thus KLOS—has an

influence on the result. Following the same derivation as for

(21) with doubled NLOS-power we obtain

τRMS,f,corr. =

√

2
∫

∞

0
τ2Sf,NLOS(τ)dτ

Sf,LOS + 2
∫

∞

0
Sf,NLOS(τ)dτ

− ...

= τRMS,g

√
2 + 2ατ

(22)

for fully correlated channels and with τRMS,g = τRMS,h (full

correlation). The parameter ατ here represents the correlation

and is also obtained from the above calculations,

ατ =
K2

LOS,g ·
(

K2

LOS,g · (2KLOS,g + 5) − 2
)

(1 + 2KLOS,g) · (KLOS,g · (KLOS,g + 4) + 2)
2

≈
KLOS,g

10 + KLOS,g

(23)

with KLOS,g = KLOS,h due to the full correlation.

While it can again be shown that (22) holds for arbitrary

PDPs [21], (23) is derived specifically for exponential ones.

However, the PDPs of all wireless channels have a similar

shape due to the fact that they decay for increasing delay.

Hence (23) is a suitable approximation even for channels with

non-exponential PDPs, as can be seen from the measurement

−40 −30 −20 −10 0 10

−40

−30

−20

−10

0

10

K
LOS,f

 [dB], estimated from the constituent channels

K
L

O
S

,f
 [
d
B

],
 e

s
ti
m

a
te

d
 f
ro

m
 b

a
c
k
s
c
a
tt
e
r 

c
h
a
n
n
e
l

 

 
monostatic

bistatic

perfect approx.

Fig. 3. Approximation of the backscatter K-factor w.r.t. LOS for simulated
exponential power-delay-profiles. Estimates are based on averaged PDPs.

results in Section IV-B. Finally, ατ vanishes for low K-factors,

hence correlation between the constituent channels can be

ignored if the NLOS component is dominant on the backscatter

link, and the result again becomes independent of the type of

PDP.

IV. VALIDATION BASED ON SIMULATIONS AND

MEASUREMENTS

The above approximations are tested with simulated and

measured channel impulse responses in this section. To this

end, we compare the approximations based on parameters es-

timated from the PDPs of the constituent channels, Sg(τ) and

Sh(τ), to parameters directly estimated from the backscatter

PDP (channel f ). Both estimates match in the ideal case,

resulting in a 45 ° line in the plots.

The simulated channels with known expected values for

all parameters are used to verify the estimates in controlled

environments, while the validation with measured channel

impulse responses ensures robustness in realistic propagation

environments. The measurements cover exponential and non-

exponential PDPs, LOS and NLOS scenarios, as well as

channels where the LOS component is massively influenced

by spatially close reflections.

A. Simulated Exponential Power-Delay-Profiles

The simulated random CIRs have been generated by the

smallscale model of the PARIS framework [25], [26], which

implements a sampled version of the exponential PDP in [24]

and is thus fully defined by KLOS and τRMS. K-factor and RMS

delay spread in the simulations were swept from -20 to 20 dB
and from 3 through 50 ns, respectively, for the average PDP

of both constituent channels. This should cover most typical

indoor scenarios, cf. [12], [13], [27], [28]. An ensemble of

100 instantaneous PDPs is averaged for each combination of

KLOS,g, KLOS,h, τRMS,g , and τRMS,h. Some residual “noise” can

thus be expected in the estimates.
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Fig. 4. Approximation of the backscatter RMS delay spread for simulated
exponential power-delay-profiles. Estimates are based on averaged PDPs.

The results of this Monte-Carlo-simulation are shown in

Fig. 3 for the K-Factor and Fig. 4 for the RMS delay

spread. The K-factor calculated from the constituent channel

parameters using (17) matches the K-factor of the combined

pinhole channel throughout the simulated range, both for the

monostatic (fully correlated) and the bistatic (uncorrelated)

setup. The RMS delay spreads for the bistatic setup and the

exact monostatic approximation according to (22) and (23)

show a perfect match, too. Using the simplified formula for ατ

leads to a nonperfect but nontheless quite good approximation

of the RMS delay spread for the monostatic case. If correlation

is completely ignored though (ατ = 0), the approximation is

increasingly off for KLOS,g = KLOS,h > − 3 dB.

B. Measured Power-Delay-Profiles

The used measurements were taken in a UHF RFID ware-

house portal with metal backplanes, in an industrial environ-

ment, and with directive reader antennas, see [12], [13]. The

tag-antennas were mounted on a pallet containing liquids and

metal. This creates an intense and very variable multipath en-

vironment with strong deterministic reflections. A photograph

of this setup can be found in Fig. 5; details are presented in

[12] and [13].

The channels inside the portal have a multipath decay

according to a power-law, while the channels outside the

portal feature an exponential decay [12]. The direct path

between transmitter, tag, and receiver (backscatter channel) is

blocked by the pallet for 43% of the measured channels. The

measurements thus not only cover “typical” exponential PDPs

and LOS scenarios, but also differently shaped delay-profiles

and NLOS scenarios. Mounting the tag-antennas directly on

the pallet also causes indirect (NLOS) paths to be part of the

LOS component due to the necessarily limited measurement

bandwidth. Moreover, multiple deterministic reflections inside

the gate cause correlation within the CIRs of up- and downlink.

This violates one of the basic assumptions underlying the

theory behind the approximation formulas given in this paper,

Fig. 5. Photograph of the warehouse gate with metal backplanes (directly be-
hind the transmitter/receiver arrays) and the pallet with packed liquids/metals.
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Fig. 6. Approximation of the backscatter K-factor w.r.t. LOS for mea-
sured power-delay-profiles (UHF RFID warehouse portal, metal portal, liq-
uids/metal pallet). Estimates are based on individual (instantaneous) power-
delay-profiles; averages are shown for comparison.

cf. [21]. The portal scenario is thus not only a challenging

example for backscatter-based localization, but also for the

approximation methods presented in this paper.

The results for the measured channels can be found in

Figs. 6 and 7, respectively. Note that the noise level in these

estimates is considerably higher than for the simulations in

Figs. 3 and 4. This is because the simulated PDPs are averaged

before estimating KLOS,f and τRMS,f , while the measured pa-

rameters are calculated from individual (instantaneous) PDPs

in order to show that the above equations can also be used as

estimators for instantaneous PDPs. Averages are shown in the

plots for comparison.

The backscatter channel parameters can obviously be pre-

dicted quite well from the individual ones. This includes the

area inside the portal, where the PDP follows a power-law,

and the area outside the portal, which features an exponential

PDP, cf. [12]. The slight bias in KLOS,f for the monostatic
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Fig. 7. Approximation of the backscatter RMS delay spread for measured
power-delay-profiles (UHF RFID warehouse portal, metal portal, liquids/metal
pallet). Estimates are based on individual (instantaneous) power-delay-profiles
and use the simplified formula for ατ in (23). Averages are shown for
comparison.

setup is caused by reflections that could not be isolated from

the LOS component with the given bandwidth. This leads

to αK < 1 even though the constituent channels are fully

correlated, cf. [21]. Naturally, this effect increases for weaker

LOS, i.e., lower KLOS. The outliers for very low K-factors

in Fig. 6 are caused by false-positives in the LOS detection

for the backscatter channel due to the weak LOS. For these

points, the LOS component of the backscatter channel is close

to or below the noisefloor of the measurements and cannot

be detected reliably any more. The estimated K-factor then

depends on which component the LOS-detection locks onto,

but is always larger than the true KLOS,f , explaining why all

outliers are above the 45 ° line.

V. CONCLUSION

Backscatter-based localization systems operate on the com-

bined backscatter channel and thus have to deal with its

pinhole nature. Detailed information regarding the backscatter

channel is crucial to the analyses of such systems, yet the vast

majority of characterizations and measurements are performed

for point-to-point wireless channels, e.g., [12], [13], [28]–[30].

We presented a method to combine wideband parameters

of wireless indoor radio channels to the parameters of the

backscatter channel. Expressions for the K-factor w.r.t. the

LOS path and the RMS delay spread of the backscatter channel

based on the individual channels’ parameters are given and

validated using simulated and measured wireless indoor chan-

nel impulse responses. It is shown that these approximations

are applicable and useful even in critical environments, where

several of the theoretical assumptions do not hold.

The approximations can for example be used to estimate the

performance of backscatter indoor localization systems based

on point-to-point measurements of the channel. Although they

are derived for the average PDP, they can be readily applied

to squared CIRs, as shown in Figs. 6 and 7.
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Multifrequency Continuous-Wave Radar Approach
to Ranging in Passive UHF RFID
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Abstract—In this paper, we present the extension of a recently
published two-frequency continuous-wave (CW) ultra-high-fre-
quency RF identification ranging technique to multiple carriers.
The proposed system concept relies on exact phase information;
hence, the passive tag cannot be accurately modeled as a fre-
quency-flat linear device. A linearized model of the tag’s reflection
coefficient is devised to bridge the gap between the nonlinear
reality and the linear CW radar theory. Estimation error bounds
are derived and effects caused by noise and multipath propa-
gation are analyzed in detail. It has been found that systematic
errors introduced by the tag’s reflection characteristic cannot be
compensated by using multiple carriers due to large variations
caused by detuning. Nonetheless the system, while being vulner-
able to multipath propagation effects, still performs well under
line-of-sight conditions; mean average errors below 15% of the
true distance are possible in typical fading environments.

Index Terms—Continuous-wave (CW) radar, detuning, multi-
path channel, narrowband, ranging, system modeling, ultra-high-
frequency (UHF) RF identification (RFID).

I. INTRODUCTION

T
HE AUTOMATIC and simultaneous identification, local-
ization, and tracking of targets using electromagnetic ra-

diation started mainly as a military application in radar systems.
In the early 1970s, commercial tracking of large and expensive
goods emerged, followed by smaller items by the end of the 20th
Century [1]. Since then, RF identification (RFID) became al-
most ubiquitous in commercial applications, e.g., tracking and
identification of goods or electronic article surveillance.
Although estimating distances to tagged items is not a new

idea in itself, it is a relatively new field of interest in passive
ultra-high-frequency (UHF) RFID. Recent work combines the
need for a continuous carrier (to power the tag) with range esti-
mation, employing well-known principles like continuous-wave
(CW) radar [2], [3]. The application of multiple carriers is also
not a new idea in UHF RFID [4].
The restrictive spectral masks enforced by existing regula-

tions are a major reason for using narrowband systems like am-
plitude modulation CW radar for ranging (cf. [5]). Wideband
systems like frequency modulation CW radar and ultra-wide-
band (UWB) systems [6], [7] would require considerable mod-
ifications to existing regulations.
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Fig. 1. Tag reflection coefficient linearization: the tag’s physical behavior
during modulation is a nonlinear, time-variant, frequency-dependent, and
power-dependent curve. The linearized model assumes a fictive center value
  !" # ! and a difference value"  !"# !; only the endpoints are identical to
the original curve. The assumption of short-time stationary power #  $! # #

completes the linearization.

This study completes the theoretical background of the re-

cently published two-frequency continuous wave (2FCW) radar

approach for passive UHF RFID [2]. This ranging system is

also extended to multiple carriers in an effort to minimize er-

rors introduced by noise, multipath propagation, and tag varia-

tions. The resulting multifrequency continuous-wave (MFCW)

ranging approach is evaluated under typical UHF RFID envi-

ronmental conditions.

In Section II, a linearized model of the tag’s reflection coef-

ficient during backscatter modulation is introduced. This model

is applied in Section III to derive the signals used for MFCW

ranging, followed by the derivation of a distance estimate out

of multiple carriers and a discussion of detuning effects in

Section IV. Section V contains detailed noise and multipath

propagation influence analyses. The ranging system concept is

verified using a wideband UHF RFID system-level simulator

[8] in Section VI. Finally, the findings are summarized in

Section VII.

II. LINEARMODEL OF THE TAGMODULATION

On the physical level, a tag modulates data by varying a mod-

ulation impedance. The reflection coefficient during this process

depends on the chip impedance, which itself depends on the chip

input power. This dependence causes the reflection coefficient to

be nonlinear.Moreover, the interaction between the time-variant

impedances creates a curved transition trajectory in the complex

plane (cf. Fig. 1). Tag detuning can be interpreted as additional

impedance, thus having a direct influence on the reflection co-

efficient as well.

As a first step, the linearization neglects everything but the

end points of this curve, introducing a center value and

0018-9480/$25.00 © 2009 IEEE
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Fig. 2. Used signal model: reader to reader channel   !" #!, reader to tag
channels $  !"#! and $  !" #!, tag reflection coefficient %  !"&" ' !,
reader input stage ( !!, modulation signal '  )!, carrier level signals '  )!

through '  )!, noise '  )!; # is a time index for short-time stationary variables,
! is the angular frequency, ) is the time variable, and * is the carrier index.

a difference value where and are the angular

frequency and the available tag power, respectively. The end

points are more important here than the trajectory itself due to

the nearly square tag modulation (either modulated or unmodu-

lated)

modulated

unmodulated (1)

Assuming an arbitrarymodulation signal satisfying

, we can approximate the time-variant tag reflection

coefficient by

(2)

which is a simplified trajectory, but still power dependent, and

thus, nonlinear. Under the assumption of short-time stationary

power for some time period with index , the linearization

is complete as follows:

(3)

Note that and still depend on carrier power, frequency,

and detuning—they are merely linearized for one time instant.

As complex sinusoids are eigenfunctions of linear systems,

we can finally write

(4)

for the modulation of a sinusoid of frequency . The super-

position principle is also applicable due to the linearity of this

model, which will be exploited to calculate the backscattered

signal for multiple carriers in Section III.

III. DERIVATION OF AMPLITUDE AND PHASE RELATIONS

The derivations outlined in this section are based on the signal

model shown in Fig. 2 and done in the complex baseband. The

entire derivation assumes short-time stationarity.

The interrogator sends and receives . The sent

signal is composed of carriers at different frequency offsets

from the center carrier. Phase relationships between the

carriers and the demodulation signal are implicitly considered

in the carrier amplitudes

(5)

Downlink and uplink channels are assumed to be linear filter

channels, modeled by frequency-dependent gain factors for

purely sinusoidal signals

(6)

Modulation on tag is performed using the linear model intro-

duced in Section II. We assume a cosine modulation signal

(7)

where is the modulation frequency and is an arbitrary

phase shift. We use the superposition principle to calculate the

backscattered signal

(8)

Uplink and downlink channels are assumed to be identical

for simplicity, but can easily be separated in the results. If the

channels are not identical [distinct transmit and receive antennas

(cf. [9])], only the average distance can be estimated.

The feedback term models direct coupling caused by

parasitics and nonideal devices, as well as reflections by the

channel. Like uplink and a downlink channels, it is modeled as

linear filter channel that decomposes into frequency-dependent

gain factors for sinusoidal signals

(9)

The received signal consists of modulated carriers

, unmodulated carriers , and additive noise .

We will denote the th carrier’s upper sideband by index ,

while the lower sideband is denoted . For example, the

channel gain is the gain for the upper sideband of carrier

. Finally, the reader frontend introduces an additional

frequency-dependent gain factor . Hence,

(10)
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We extract the deterministic channel delay from the channel

gains, e.g.,

(11)

with being the carrier frequency. The phase of the remaining

channel gain is completely stochastic, reflecting multi-

path propagation.

The frequency components of are separated by shifting

each component to dc and applying a low-pass filter (direct con-

version receiver). We define the complex amplitude of the th

carrier’s upper sideband as

(12)

and the amplitude of the corresponding lower sideband as

(13)

for . Estimates of these amplitudes are used by

MFCW ranging to determine the distance to the tag.

IV. MFCW DISTANCE ESTIMATE

The set of lower and upper sideband phases and

form a system of equations that is solved for the desired

delay . Estimation based on the received signal strength (RSS)

is also possible, but not in the scope of this paper.

The tag modulation phase shift is typically unknown and

cannot be controlled by an interrogator or tag. It is thus assumed

to be uniformly distributed between and . Since

, a direct solution of this system of equations leads

to an ill-conditioned problem. Therefore, we subtract the phase

shifts in order to eliminate and beforehand. This cannot

be achieved by combining upper and lower sidebands, hence,

and are used separately.

A phase comparison between two different components

and in (12) or and in (13) leads to the following

result; in short notation,

(14)

The last two terms and are systematic

influences and can be compensated. Fading channels are repre-

sented by . The effect of this term will be

discussed in Section V; it is zero for additive white Gaussian

noise (AWGN) channels. The differential phase shift caused by

the tag is another error term and will be discussed

below.

A distance estimate can be obtained from each comparison

(14) by

(15)

Fig. 3. Influence of detuning on the MAE for 2FCW ranging at frequency off-
sets of 1 and 10 MHz.

where is the speed of light and denotes an estimate of

. These estimates are averaged to obtain the desired overall

distance.

A. Example: 2FCW Radar ( )

Using two carriers and assuming perfectly compensated sys-

tematic errors, the phase shifts between the two upper and lower

sidebands are identical

(16)

and the distance estimate is

(17)

The error term introduced by the tag causes the distance esti-

mate to be biased.

B. On Mitigation of the Systematic Error Caused by the Tag

The bias in (17) depends on frequency, power, and detuning.

Exemplarily, this influence on the mean absolute error (MAE)

of 2FCW ranging is shown in Fig. 3. Detuning plus assembly

impedance is varied from 70% to 400% from the optimal value

for this plot.We used an AWGN channel with single-sided noise

density dBm/Hz and an estimation window size of

samples. The carriers were set to 3.2 W/32 mW

effective isotropic radiated power (EIRP) at a center frequency

of MHz with 0-Hz offset for the primary (energy)

carrier. Note that the maximum range of detuned tags is con-

siderably lower than 7 m; only functional tags are taken into

account. The background of Fig. 3 contains a histogram of the

MAE, while the foreground shows the average MAE. We have

chosen a strong secondary carrier to minimize the influence of

noise in these plots.

While noise is still an issue compared to the systematic bias

for a frequency offset of 1 MHz and distances of 2 m, it is

almost negligible for 10-MHz offset. The maximum MAE was

approximately 40–50 cm for both plots, while the averageMAE

does not exceed 10 cm.
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Effective removal of this error is a nontrivial task and yet

unresolved. The tag is designed to work for a frequency range

of 860–960 MHz specified in the EPCglobal Class-1 Gen-2

standard [10]. Consequently, its spectral characteristic is a

smooth function and a Taylor-series expansion of the phase

shift is approximately linear subject to the frequency

difference for reasonably small carrier offset fre-

quencies. Since the phase shift caused by wave propagation

is also linear with frequency difference, the effects

of tag and distance cannot be separated using multiple carriers.

A characterization of the labels after manufacture and/or after

application to the tagged items would tremendously increase

costs and is thus not practicable. Moreover, such a characteri-

zation would lose its validity if the items are placed near other

objects due to changes in the state of detuning. For the same

reasons, i.e., the dependence of the error on individual inci-

dent power levels and on detuning, reference estimates based

on tags at known ranges can only be used to compensate for an

approximate average value, not for the true value. If the range

of detuning is known, at least an expected average error can be

compensated.

It shall be noted that typical UHF RFID channels are fading

channels. The MAE is dominated by multipath propagation ef-

fects even in moderate multipath environments, not by detuning

(cf. Fig. 9).

V. INFLUENCE OF NOISE ANDMULTIPATH PROPAGATION

A. Influence of White Noise

Analogous to other phase estimators [11] and under the as-

sumption of independent real and imaginary parts, i.e., circular

symmetric noise, we can write

(18)

for the variance of one phase estimate. is the length of the es-

timation window in samples, is the single-sided noise den-

sity, and is the signal (component) amplitude. For the phase

difference between two components, we obtain

(19)

where is the cross covariance between components and

. Typically passive RFID systems are forward-link-limited [1]

so signal-to-noise (SNR) values are high. It follows that the

quadratic cross correlation term is negligible. Using (15) to ob-

tain the distance results in

(20)

There are feasible combinations of phase differ-

ences between the sidebands of carriers. Averaging all these

combinations comes at the cost of correlation between the com-

ponents. For the conservative approach of using each sideband

only once, combinations remain, where denotes

the rounding to the next lower even integer value. For this case,

we obtain

(21)

for the overall variance. Remarkably, we can ignore the corre-

lation between and combine all sidebands in case of equal

carrier amplitudes ( can be arbitrary) and equal

frequency spacings, obtaining an approximation

(22)

with

(23)

Clearly, for , thus the resulting

variance is considerable lower if all sidebands are combined and

the correlation can be neglected. The average component vari-

ance in such a system is approximately equal to the individual

secondary carrier variances because of the strong primary (en-

ergy) carrier

(24)

It follows that the best achievable variance scaling for multiple

carriers is

(25)

while the largest possible frequency offset is with

being the frequency spacing. If this offset is chosen for 2FCW,

according to (15), its variance scales with

(26)

which is lower than the multicarrier’s variance. Simulations

have shown that the correlation can be used to reduce the vari-

ance caused by noise slightly below this level for multicarrier

systems.

B. Influence of Multipath Propagation

In case of multipath propagation, the stochastic channel phase

term in (14) is nonzero. We start our anal-

ysis with one channel, assuming given channel gains

, circular symmetric around the mean value. This

assumption implies a Ricean fading channel with line-of-sight
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(LOS) amplitude and is valid for a small frequency spacing.

We assume a pure smallscale channel here to strip the tilde and

define the covariance matrix

(27)

with . The superscript denotes the Hermitian

transpose.

We are evaluating for the distance

estimate, which is approximately

(28)

for LOS scenarios with a high Ricean K-factor. Thus,

(29)

After some short derivations using the properties of complex

Gaussian processes [12], we obtain

(30)

(31)

and, thus,

(32)

which is the variance caused by one channel.

Introducing a second channel, we have to deal with

instead of , which is a lot more

complicated to handle. The problem becomes simple if we as-

sume that the product is also approximately Gaussian

with new variance and mean value .

In this case, the above derivations apply to as well.

This assumption of Gaussianity holds for LOS scenarios with a

high K-factor K dB. Exploiting the properties of complex

Gaussian processes again, it can easily be shown that

(33)

for identical uplink and downlink channels and

(34)

for distinct channels under this assumption.

The simplest way to obtain the variance for the combination

of multiple carriers is to use the average frequency shift to cal-

culate the covariance matrix. This approach is possible because

of the small frequency spacings up to a few megahertz. Direct

application of (21) is not possible due to heavy correlation be-

tween the phase estimates.

C. MAE

The expected MAE of the proposed ranging system concept

can be expressed by mean and standard deviation of the calcu-

lated estimate. We assume a Gaussian distribution for the dis-

tance estimate , which is approximately true for LOS scenarios,

i.e., high Ricean K-factors. Applying this assumption, the devi-

ation from the true value is also Gaussian with mean value

and the MAE is

(35)

where is the error function [13]

(36)

VI. SIMULATIONS

A. Simulator Setup

The theoretical results given in this paper have been veri-

fied by simulations using a wideband interrogator/tag simula-

tion tool [8]. It is based on behavioral models of tag and inter-

rogator building blocks and partially implements the EPCglobal

Class-1 Gen-2 protocol [10].

The simulator was configured as follows: carrier frequency

MHz, tag clock frequency MHz, and

modulation frequency kHz with an unknown uni-

formly distributed phase shift . Unless otherwise

stated, transmit power of the primary (energy) carrier

was set to 3.2 W EIRP at a frequency offset of Hz, while

secondary (ranging) carriers were set to 320 W EIRP. The av-

erage direct feedback gain was chosen to be dB

with an average delay of 3 ns; the sampling window size was set

to samples for all simulations. Systematic errors

that could be corrected by the interrogator in real-world appli-

cations are perfectly compensated.

The simulator results in Figs. 5–9 were calculated by aver-

aging 250 independent estimates per marker. Four-frequency

continuous-wave (4FCW) rangingwas performed by comparing

the phases of carriers 1/2 and 3/4 (each carrier used only once).

All simulated multipath channels are based on a short-range

indoor smallscale channel model [14], resulting in Ricean

fading. Uplink and downlink channels were chosen to be iden-

tical (worst case, cf. Fig. 8). All multipath simulations, except

for Figs. 4 and 9, where a light fading channel was desired,

used a logarithmically dropping Ricean K-factor with 30 dB at

0 m and 10 dB at 5 m. The root mean square (rms) delay spread

increased logarithmically from 1 to 20 ns in the same range.

This channel setup reflects the values given in the literature for

the UHF RFID frequency band (cf. [9] and [15]). We extended

the range to 7 m for the light fading channel, approximately

resulting in an rms delay spread of 1–10 ns and a Ricean

K-factor of 30-15 dB within 0–5 m. Additive white noise was

set to 82 dBm/Hz after sampling at the reader input stage.
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Fig. 4. Example comparison between analytical and simulation results for a
weakly fading channel.

Fig. 5. Mean absolute distance error caused by noise and the bias introduced

by the tag for 2FCW   ! "# and 4FCW   ! $#: analytical results
versus simulation for two different carrier setups. Carrier offset frequencies
! ! %" &" '" "MHz (setup 1) and ! ! %" $" "" '%MHz (setup 2).

B. Simulation Results

The proposed ranging method was tested under various con-

ditions of which only a small selection of simulations can be

presented here.

Fig. 4 shows a comparison of theory and simulations for

2FCW radar using a frequency spacing of 8 MHz. In this simu-

lation a detuned tag ( 100% of the optimal impedance) moves

from 30 cm to 6 m in the light multipath environment, while

the interrogator continuously estimates its range. The expected

average deviation using (17) and 68/99.7% intervals applying

the results in Section V are also displayed for comparison. As

can be seen, the ranging performs within expected parameters.

The MAE in AWGN and fading environments for different

carrier setups is depicted in Figs. 5 and 6, respectively. Setup

2 uses the standard power setup, while the secondary carrier

power is increased to mW for Setup 1. All simu-

lations assume a well-tuned tag; frequency setups are given in

the captions. The small deviations from the expected analytical

values given in this paper are caused by overlapping harmonics

due to nonideal filters and residual filter transients. The results

Fig. 6. Mean absolute distance error caused by multipath propagation for
2FCW   ! "# and 4FCW   ! $#: analytical results versus simulation
for two different carrier setups. Carrier offset frequencies ! ! %" (" "" $MHz
(setup 1) and ! ! %" '"""" ( MHz (setup 2).

Fig. 7. Analytical mean absolute distance error caused by multipath propaga-
tion for 2FCW   ! "# versus frequency spacing !  ! for four different
channels. Uplink/downlink channels are identical (worst case).

show that the performance depends primarily on the largest fre-

quency offset. Moreover, noise is negligible compared to the er-

rors caused by multipath propagation.

A special property of the proposed ranging system is shown

in Fig. 7. The MAE for multipath propagation drops for an in-

creased frequency spacing, as long as the channel features a

significant LOS component. The maximum frequency offset is

bounded by phase ambiguities at one quarter of the wavelength.

We thus suggest to select the frequency offset of a 2FCW system

such that

(37)

where is the speed of light, is the maximum distance,

and is the standard deviation caused by the channel. This min-

imizes the influence of noise and multipath propagation while

still avoiding phase ambiguities.

An undesired effect is caused by the combination of

backscatter communication with identical receive/transmit

(RX/TX) antenna at the interrogator. This combination creates

identical uplink and downlink channels, increasing the fading

range and the error rate of MFCW ranging, as shown in Fig. 8.
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Fig. 8. Mean absolute distance error caused by multipath propagation for
2FCW   ! "# using a well-tuned tag: analytical results versus simulation
for identical and independent uplink/downlink channels.

Fig. 9. Mean absolute distance error caused by noise and multipath propa-
gation for 2FCW   ! "#: tag detuned by$100% of the optimal impedance,
light multipath channel; carrier offset frequencies ! ! %" &%MHz.

This simulation uses offset frequencies of MHz

and identical parameters per uplink and downlink channel.

Analytical results are given in Section V.

A direct comparison between the errors caused by noise, mul-

tipath propagation, and the bias introducted by the tag’s phase

shift can be found in Fig. 9. We set up a simulation using only

a moderate multipath channel with high K-factor and low rms

delay spread for this plot. The tag is detuned by 100% of the

optimal impedance, which approximately maximizes the influ-

ence of the bias on the MAE. Further detuning flattens the re-

flection coefficient and thus reduces the introduced error. It can

be seen that the bias is dominant in the AWGN case, while it is

almost negligible in the presence of multipath propagation.

VII. CONCLUSION

A linearized model of the time-variant nonlinear reflection

coefficient of a passive UHF RFID tag was introduced in this

paper. This model was designed for the EPCglobal Class-1

Gen-2 protocol standard [10], but is also applicable to other

types of RFID transponders using backscatter modulation. The

2FCW radar ranging approach for UHF RFID presented in [2]

was generalized to an arbitrary amount of carriers, utilizing an

improved method of component selection. The resulting system

was analyzed for vulnerabilities to systematic and stochastic

errors. Performance bounds for AWGN and multipath propaga-

tion channels were derived accordingly. The theoretical results

were verified by extensive simulations using a wideband UHF

RFID simulator [8].

It has been found that the system, while being vulnerable to

multipath propagation (like any narrowband system), still per-

forms well for typical RFID channels. The mean average error

can be kept below 20% at distances from 0.75 m up to 4 m in

such channels for the worst case of identical reader RX/TX-an-

tennas. Using distinct antennas, the error can be kept well below

15% within the same range.

Detuning is a problem at short ranges and in nonfading chan-

nels. Simulations have shown that the MAE can exceed 50 cm

for “unlucky” detuning, shifting the resonance exactly to the

tag’s operating point. The mean MAE for detuning in the range

of 70% to 400% of the optimal impedance does not exceed

10 cm. Compensation of this error is not possible due to large

variations caused by the detuning.

Finally, it has also been found that there is no gain in using

more than one secondary carrier within the coherence band-

width of the channel. As mentioned above, the systematic error

caused by detuning could not be compensated using multiple

carriers. Additionally, the estimate’s variance cannot be im-

proved using multiple secondary carriers inside the coherence

bandwidth: In this case, the error caused by multipath propaga-

tion solely depends on the average carrier spacing, with smaller

errors for larger offsets. If the 2FCW system uses the largest

spacing, the variance for higher order systems is always greater

than the 2FCW’s variance. For AWGN channels, a similar rela-

tionship has been shown in Section V. Thus, the best achievable

MAE is obtained when using 2FCW ranging with the highest

possible frequency offset. Consequently, 2FCW radar is the

recommended choice for narrowband ranging. Placing 2FCW

carrier pairs well outside the respective coherence bandwidths

will create independent fading and, thus, mitigate multipath

propagation effects—at the cost of a considerably larger overall

bandwidth.
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UWB ranging in passive UHF RFID: proof of
concept

D. Arnitz, U. Muehlmann and K. Witrisal

A proof of concept for ultra-wideband (UWB)-based ranging in
passive UHF RF identification (RFID) is presented. The proposed
method uses the tag’s backscatter modulation and thus does not
require processing of the UWB signal by the tag. It is evaluated
using measurements in an indoor environment similar to a warehouse
portal in terms of channel impulse responses. The ranging accuracy
is comparable to classical UWB ranging and thus inherently robust
to multipath propagation.

Introduction and motivation: Even though passive UHF RFID is now a
widespread technology, reliable positioning is a feature that is not yet
available. Foremost in the list of reasons for this are the need to keep
the tag simple (power consumption, costs) and the bandwidth limits
of the UHF RFID frequency bands. As a consequence, currently used
ranging methods are based on narrowband parameters such as return
link phases [1], which rely on a very dominant direct path in multipath
environments. Channel measurements in a warehouse portal [2] have
shown that UHF RFID channels are typically dominated by the indirect
(non-line-of-sight, NLOS) paths and not the direct line-of-sight (LOS)
path. This leads to large errors and biased estimates in narrowband
ranging methods, which in general cannot extract the LOS signal (see
[2]). It is well known that ultra-wideband systems are able to overcome
this problem and are thus able to provide accurate ranging in dense mul-
tipath environments. A related FMCW-based ultra-wideband ranging
method has recently been published [3].

Discussion of ranging method: Setup description: The proposed
method augments conventional passive UHF RFID by adding a UWB
radar system. The radar system operates in parallel to the UHF system,
see Figs. 1 and 2. As in conventional UHF RFID systems, tag power
supply and communication is performed by the UHF reader and proto-
col. The radar setup emits an ultra-wideband signal, which is reflected
by the tag during normal operation. Separation from the generally
time-variant environment (decluttering) is performed by detecting the
backscatter modulation in the received UWB signal. This modulation
in the UWB frequency range can for example be achieved by creating
a second match of chip and antenna impedance in the UWB band or
by using two distinct antennas and modulation transistors for UHF
and UWB.
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Fig. 1 Basic principle of operation

UWB radar determines tag range during normal tag operation by detecting
shortest path that shows modulation

4 W

–413 dBm/MHz

0.9 3.1 4.8

f, GHz

Fig. 2 Example spectrum

Parallel operation of conventional UHF RFID at 900 MHz and UWB radar in
UWB frequency band

It is important to note that the tag does not process the UWB signal in
any way except for backscattering it during normal operation. Thus the
system requires only minimal changes in tag design and does not require
any power supply by the tag. As the UWB transmitter and the receiver
are within the same unit, coherent processing of the UWB signal can be
achieved without the complexity of synchronisation.

Range detection: The radar base station uses estimates of the channel
impulse response (CIR) over time to estimate the range to the tag.
During modulation, the tag essentially switches between match (little
reflection) and mismatch (large reflection). As a consequence of this
backscatter modulation, the tap of the CIR that corresponds to the short-
est path to the tag and many subsequent taps (multipath propagation on
the return link) will show the modulation. This can be detected by eval-
uating the time-variance of each component of the CIR over time. The
protocol link to the reader ensures that the tag reply is known to the
UWB radar and thus can be used for the detection of the backscatter
modulation in the CIR.

Proof of concept: This concept has been evaluated in the frequency
range 3–6 GHz using time-variant transmission coefficient measure-
ments between TX and RX antennas by a network analyser. The
measurements were taken in an enclosed room (approx. 3 × 6 m) with
steel-reinforced concrete floor and walls, reflective windows, and large
metal surfaces on walls and ceiling. This makes it a relatively dense mul-
tipath environment. The channel TX � tag � RX fits classical short-
range wireless indoor channel models with K-factors in the range of
0 dB and RMS delay spreads in the range of 20 ns. This is comparable
to the inside of a warehouse gate with metal reflectors [2].

As UWB-band antennas matched to the chip are not yet available, the
modulation was emulated by measuring match and short independently
using omnidirectional UWB patch antennas. Time-variant transmission
coefficient measurements using a standard UHF tag have confirmed that
the modulation is detectable using this setup if the antenna is matched to
the chip. We have also confirmed that passive backscatter modulation
above 3 GHz is feasible during normal tag operation using an NXP
UCODE G2XM chip attached to an omnidirectional UWB antenna
[2]. However, as chip and antenna are not matched for this setup, the
modulation is too unstable and weak to be detectable by the NWA
setup. Therefore manual switching between short and match has been
chosen for this evaluation.

Range estimates were taken at several positions in this room; the
channel impulse responses were estimated out of 30000 modulation
cycles for each position. The power-delay-profiles (PDP) for a position
with a path length TX � tag � RX of 2.8 m are presented in Fig. 3.
The upper plot shows the difference between the PDPs for matched
and unmatched states. Note that the difference between the delay-pro-
files in this plot has been amplified for better visibility. The lower plot
shows the extraction of this difference (not amplified). As can be
seen, the profiles start to differ at the shortest path to the tag.
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Fig. 3 Measured PDP for matched/unmatched modulation state (top) and
extracted differences (bottom)

Note that difference in upper plot has been increased by factor of 20 to increase
visibility; lower plot shows true difference

Conclusions and discussion: We have presented a proof of concept for
UWB radar based ranging in conventional UHF RFID. The system does
not require any processing of the UWB signal by the tag or synchronisa-
tion at the RF level. Ranging accuracy can be expected to be similar to
coherent ultra-wideband ranging. The ranging method relies on the
ability of the tag to reflect signals with sufficient modulation depth in
an ultra-wideband frequency range. Commercially availably UHF
RFID chips are only designed for operation in frequency ranges up to
2.5 GHz (e.g. UCODE HSL). Additional research is required to assess
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the feasibility of ultra-wideband matching of an antenna to state-of-the-
art UHF RFID chips in the frequency range above 3 GHz. This might
prove a nontrivial task owing to the power- and frequency-dependence
of the chip and modulation impedance. Integrating a second modulation
transistor on the chip that short-circuits a UWB antenna port might be a
feasible alternative here: as the power levels in the UWB band are very
low and the tag power supply is maintained by the UHF link, the UWB
modulation transistor can be built as a very small structure and comple-
tely short-circuit a perfectly matched impedance for modulation. This
switching between (close to) ideal loads would ensure an optimal modu-
lation depth and match the measurements presented in this Letter.
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Abstract— In this paper the impact of the signal bandwidth on 
the performance of frequency modulated continuous wave 
(FMCW) radar based ranging to ultra high frequency (UHF) 
radio frequency identification (RFID) tags is investigated. The 
analyses are based on ultra-wideband (UWB) channel 
measurements performed in a warehouse portal, which is a 
severe multipath environment. It is illustrated that the available 
bandwidth of the usual ISM bands at 900 MHz, 2.5 GHz and 5.8 
GHz is only sufficient for a precise RFID tag localization if 
moderate or low multipath conditions are given. However, in 
severe multipath channels the ISM bands are unsuited and UWB 
signals are needed. The results can be considered a lower bound 
for signal time of flight (TOF) based localization approaches that 
utilize Fourier or correlation methods for the signal travel time 
estimation. 

Keywords-UHF RFID, multipath channels, channel sounding, 
FM radar, distance measurement. 

I.  INTRODUCTION 
The increased reading range of modern UHF RFID systems 

comes along with an increasing uncertainty of the actual spatial 
and situational context during the reading event. This 
stimulates an increasing interest in distance measurements to 
RFID tags and direct range bounding.  

The basic principles to identify and localize a cooperative 
target such as an RFID backscatter transponder with the use of 
secondary radar have been known for a long time [1]-[3]. In [4] 
and [5], several CW secondary radar based transponder 
systems are presented that allow localizing and tracking 
amplitude- or phase-modulated backscatter transponders by 
phase or frequency evaluation of the radar beat signal. The 
principles of single-carrier CW, multi-frequency or stepped-
frequency, and FMCW radar systems and their related 
evaluation approaches can be found in the above mentioned 
publications. Recently, several research groups have utilized 
these CW approaches for the UHF and microwave RFID tag 
localization problem and extended them by new features or 
established new applications [6]-[10].  

The application of a CW radar system for UHF RFID 
localization is attractive because the design of RFID reader and 
backscatter tag required for ranging is very similar or even 
identical to general UHF RFID systems. Merely the tag 

modulation, the RF synthesizer, and the reader signal 
evaluation have to be adapted.  

Even though passive UHF RFID is now a widespread 
technology, reliable positioning in real-life scenarios is a 
feature that is not yet available. Beside the constraints of the 
power supply, the reading range, and the system complexity, 
also the bandwidth limit of the UHF RFID frequency band 
poses a major challenge. The channel sounding in a warehouse 
portal [11] has shown that UHF RFID channels are often 
dominated by indirect (non-line-of-sight, NLOS) paths and not 
by the direct (line-of-sight, LOS) path. This leads to large 
ranging errors and biased distance estimates for narrowband 
radar signals, since an extraction of the LOS signal is rarely 
possible with low bandwidths. Ultra wideband (UWB) systems 
have the potential to overcome this problem and make accurate 
ranging in dense multipath environments feasible [12], [13], 
but have strict power emission limits and a considerably higher 
system complexity.  

In a preceding measurement campaign ([11,14]), a 
representative set of the UWB channel transfer functions in a 
UHF RFID warehouse gate has been acquired. These 
measurements are utilized in this paper to analyze the impact of 
the chosen signal bandwidth on the ranging uncertainty in 
multipath channels. The analysis covers bandwidths ranging 
from narrowband to ultra-wideband. 
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Figure 1. Setup of the FMCW radar based RFID localization system. 
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Figure 2. Exemplary radar echo profile of a FMCW secondary radar
measurement to a RFID backscatter transponder in a multipath environment.
 

II. CW RADAR BASED UHF RFID TAG LOCALIZATION 

A. System Setup and Localization Approach 
The setup of the considered FMCW radar based RFID 

localization system is depicted in Fig. 1. The radar unit emits a 
transmit signal sTx(t) that will be reflected by the RFID 
transponder and additional passive objects located in the 
environment. If we assume that the transponder reflectivity 

( )tΓ  is a periodical modulation with a period Tm = 2π/ωm, 
where 1/Tm is the modulation frequency and let φm denote the 
phase shift, we can write: 

 
( )0( ) cos m mt tω ϕΓ = Γ ⋅ ⋅ + . (1) 

 
Note that this analysis concentrates on the effects of the 

channel, hence the modulation is assumed to be stable, i.e., the 
frequency variation is assumed to be negligible inside the 
measurement window. For simplicity, we also presume a 
frequency-independent reflection coefficient.  

The radar will receive two kinds of echoes from the 
channel: a) the echoes of the passive objects that are the time 
delayed replicas of the transmitted signal and b) the echoes 
caused by the transponder that are delayed and superimposed 
by the amplitude modulation given by (1). Both kinds of 
echoes can either be transmitted directly over the LOS path or 
via multipath reflections. In a FMCW radar, the frequency of 
the down-converted radar beat signal sm(t) is proportional to the 
signal roundtrip-time-of-flight (RTOF) of a given echo. The 
modulation (1) shifts the complete echo profile related to the 
backscattered transponder signal from the center frequency 
ω = 0 to the radian modulation frequency ω = ωm, i.e., to 
larger distance values well separated from the echoes of the 
passive objects. A typical echo profile is shown in Fig. 2. Since 
the transponder signal components are amplitude modulated, 
we obtain an echo profile with two sidebands centered around 
ωm. In [4]-[6] and [8] it is shown that the RTOF of a 
transponder echo can be determined by the frequency and/or 
phase difference between the two spectral lines – which are 
symmetrically located around ωm. By identifying the LOS 
echoes, i.e., the two spectral lines with the closest distance to 

the left and right of ωm, the distance between the reader and the 
backscatter RFID tag can be determined.  

B. Range resolution 
The minimal width of an echo and thus the range resolution 

radδ  quantifies the ability of a FMCW radar to separate two 
closely spaced echoes. It is directly linked with the radar signal 
bandwidth B via 

 
0 ,

2rad
c
B

δ ≈  (2) 

 
where c0 is the free space RF signal phase velocity. 

C. Transmission model 
For identical up- and downlink channel impulse responses 

h(t) and given a transmit-signal sTx(t) the measured beat signal 
sm(t) is given as follows: 

 

( )( )( )( )( ) ( ) ( ) ( ) ( ) ( ) ( ),m Tx Txs t s t h t t h t s t bp t= ∗ ⋅Γ ∗ ⋅ ∗  (3) 

 
This transmission model is applied for the investigation below. 

III. IMPACT OF THE SIGNAL BANDWIDTH ON RANGING 
ACCURACY 

A. Experimental Setup 
Our investigation is based on (3) and on a measurement 

campaign that yielded a set of channel transfer functions in a 
UHF RFID warehouse gate.  

The modulation and band-pass are known and assumed to 
be ideal. The modulation frequency was set to 320 kHz and the 
band-pass / IF filter was adjusted to the expected distance 
range of the FMCW radar beat signal (see Fig. 2). The 
selection of the modulation frequency has no effect on the 
ranging uncertainty provided that the backscattered signals are 
well separated from the echoes of passively reflecting objects. 
For this scenario, 320 kHz is sufficient to achieve this 
separation. 

The transmitted radar signal is assumed to be a linearly 
frequency modulated signal and given as: 

 
2( ) cos for 0Tx Tx c

Bs t A t t t T
T

ω π⎛ ⎞= + ⋅ ⋅ < <⎜ ⎟
⎝ ⎠

, (4) 

 
where , ,  andTx cA B Tω denote the Amplitude, the RF center 
frequency, the sweep bandwidth, and the sweep duration, 
respectively (s. [4]-[6]). The RF center frequency was set to 
800 MHz, and the sweep duration T was set to 1 ms. The 
bandwidth B of the transmitted signal, and thus the bandwidth 
of the measurements, are varied in the range from 10 MHz to 
500 MHz. 

Our investigation is focused on the impact of a lifelike 
channel. Other system impairments such as receiver noise, 
phase noise of the RF synthesizer, instabilities of the 
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modulation, as well as phase and amplitude distortion of the 
antenna and the RF system were ignored. However, based on 
practical experience with CW radar based RFID localization 
[6,8,9,13,15], most of these distortions can be kept small by 
careful system design, so multipath propagation is very often 
the dominating cause for ranging errors. The channel inside a 
UHF RFID portal is a severe multipath environment, providing 
a challenge even for ultra-wideband localization, as will be 
shown below. 

B. Channel Characterization 
Passive UHF RFID is mostly used in logistics, with main 

applications in supply chain management and product tracking. 
Consequentially, typical application environments are 
industrial, i.e., constructed of highly reflective materials. A 
common supply-chain scenario employing UHF RFID are 
portals registering tagged objects while they are moving 
through. These portals are often constructed with metal 
surfaces for mechanical stability and in order to concentrate 
energy to the interior of the portal. In combination with the 
unavoidable backscatter nature of passive UHF RFID, this 
creates a severe multipath scenario. 

The presented investigations use channel impulse responses 
recorded in such a portal. The recordings were taken in NXP’s 
Application and System Center, a large hall with corrugated 
metal walls and ceiling, and a steel-reinforced concrete floor. 
The portal itself was constructed using two bare steel portal 
chassis, forming the metal backplanes behind the transmitter 
antennas (“reader”). The receiver antennas (“tags”) were 
mounted on pallets and hauled through the portal by an 
automated pallet mover. Photographs of this setup are shown in 
Figs. 3 and 4. 

Channel impulse responses were recorded in a frequency 
range of 0.5-1.5 GHz for two scenarios: An empty gate 
simulated by an electromagnetically inert pallet (Fig. 3), and a 
challenging product pallet containing packed liquids (Fig. 4). 
These two scenarios are denoted EGM (empty gate 
measurement) and LPM (liquids pallet measurements) below. 
A detailed description of the measurement setup has been 

published in [11], and an in-depth channel analysis w.r.t. 
ranging can be found in [14]. 

In essence, the entire setup can easily be characterized as 
the worst case with respect to ranging. The high attenuation of 
backscatter radio requires highly sensitive receivers. At the 
same time, signal-to-interference ratios can reach -70 dB and 
below [14]. The relatively small dimensions of the gate cause 
major reflections to be spatially close to the LOS component. 
Large signal bandwidths are required to resolve these multipath 
components and separate them from the LOS. Tags are also 
often mounted on reflecting materials such as liquids, thus 
creating multipath components that are within a few cm of the 
LOS and thus mostly inseparable. These conditions make the 
LOS-detection and thus ranging quite challenging.  

Moreover, reader antennas used in such portals are 
directive (cf. Fig. 5), with the main-lobe pointed at the opposite 
side of the portal. This creates massive reflections at the gate’s 
walls, while at the same time causing a weak LOS path if the 

Figure 3. Photograph of the measurement setup for the “empty gate”
measurements (EGM). The receivers are mounted on electromagnetically
inert polyurethane slabs. 
 

Figure 4. Photograph of the measurements setup for the “liquids pallet”
measurements (LPM). Receivers are mounted on the left side of the pallet
and move with the pallet, which contains mostly liquids and thus serves as a
challenging example for ranging. 
 

 
Figure 5. Gain pattern of the used transmitter arrays (dots) compared to an
Intermec IA39B UHF RFID portal antenna (line). The UWB gain pattern of
the transmitter array is averaged over 500 MHz bandwidth around the center
frequency of 800 MHz. 
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Figure 6. Example echo profiles:  a) low multipath distortion, b)
considerable multipath components, but strong LOS,  c) weak LOS in
zoomed profile. 
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Figure 7. Ranging results calculated from the measured channel transfer
functions for multiple passes of the receivers through the portal. The
measurements are from different receiver positions in situation EGM (a-h)
and LPM (i-l). The FMCW sweep bandwidth here is 500 MHz. 
 

tag is outside the main-lobe (see [16] for an RFID-specific 
analysis of this portal). 

C. Results 
In the presented analysis, the ranging accuracy is quantified 

via the root mean square error (RMSE): 
 

2

1

1 ( )
M

r m m
m

d d
M

σ
=

′= −∑ , (5) 

 
where d'm and dm denote the measured and true distance 
between the RFID reader and tag.  

As depicted in Fig. 6a, the echo profiles Sm(f) are located 
around the modulation frequency ωm. We took the frequency 
difference of the sidebands for RFID ranging (cf. [4]-[6]):  

 
0

4
f T c

d
B

Δ ⋅ ⋅
= . (6) 

 
In Fig. 6a the echo profiles were not notably disturbed by 

multipath propagation. Thus, the distance estimation of (6) 
even with an 80 MHz bandwidth matched the true distance 

well. However, in most other cases the measured channel 
transfer functions and the resulting echo profiles were strongly 
corrupted by multipath distortions. 

According to (2) it is known that the replicas of the echo 
profile with different time delays have the same width δrad as 
the LOS component. These multipath echoes can shift the 
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Figure 8. Logarithmic representation of the FMCW radar based ranging performance in the gate environment. In the data processing runs, the FMCW sweep
bandwidth was varied from 10 MHz to 500 MHz. The measured channel transfer functions are taken from a) RFID reader tx1, b) tx2 of “EGM” and c) “LPM”. 
 

maximum of the LOS echo, if they are close enough. Examples 
of echo profiles with strong multipath distortions are shown in 
Figs. 6b and 6c. 

The results of the ranging experiments for each RFID 
reader and tag can be found in Fig. 7. The results in Fig. 7a-h 
match our assumption well that the distance of the passive 
UHF RFID tag can be determined accurately with wideband 
FMCW signals. The huge ranging errors – as depicted in Fig. 
7d and 7h of “EGM” and 7i and 7k of “LPM” – were caused by 
a very weak LOS-component with an amplitude below the 
detection level. The system thus falsely identifies a reflected 
component as LOS, which causes large ranging errors. This is 
especially true for the LPM and tx1, where the pallet 
completely blocks the LOS path, but not the gate-reflection. It 
is obvious that a very good SNR is required to detect the 
correct LOS echo in such a scenario. If the LOS signal is 
masked by noise, a strong echo at a larger distance can easily 
be mistaken for the LOS echo and an erroneous distance is 
determined, as shown in Fig. 7d, 7i and 7k. 

The impact of the radar signal bandwidth on the ranging 
uncertainty is depicted in Fig 8. In our investigation we 
calculated the ranging uncertainty based on 300 measured 
channel transfer functions of EGM and LPM for each chosen 
radar sweep bandwidth B, which was varied from 10 MHz to 

500 MHz. Fig. 8a shows the ranging uncertainty of the RFID 
reader tx1 and tags rx1-4, while Fig. 8b corresponds to tx2. Our 
investigations illustrate that the FMCW radar based ranging 
uncertainty in this severe multipath environment is around 1 m 
for the 80 MHz ISM bandwidth. Not considering the NLOS 
cases, which may have arbitrary errors per definition, this 
meets the expected ranging resolution of 
δrad,80MHz = c0/2B = 1.9 m. From the results in Fig. 8 we 
conclude that the ranging uncertainty in the severe multipath 
channel is about half the minimal width δrad of an echo – if the 
low SNR situations in Fig. 8c are not considered. As visible, 
the ranging uncertainty is inversely proportional to the radar 
sweep bandwidth B. This assumption provides a lower bound 
of the RFID ranging error in severe multipath environments, 
because many possible error sources such as phase noise of the 
RF synthesizer, phase noise of the modulation oscillator and 
phase and amplitude distortion of the antenna and the RF 
system have been ignored. 

In Section III.D we present a theoretical justification of this 
assumption. According to this assumption, the ranging 
uncertainty should be around 0.5 m in the shown severe 
multipath environments when using the 5.8 GHz FMCW radar 
based UHF RFID system with a bandwidth of 150 MHz. The 
results in Fig. 8 matched this estimation well. We can also 
conclude that accurate ranging in the cm-range is not possible 

23



A
P

D
P

 in
 d

B

Figure 9. The average power delay profile of the measured channel transfer
functions in [11].  
 

with a 5.8 GHz ISM-band UHF RFID localization system in 
the given measurement szenarios. To improve the localization 
precision an increased bandwidth and/or diversity or synthetic 
aperture techniques (cf. e.g. [9, 20]) are required. 

D. Interpretation of the Results 
In our experiments we observed that the ranging 

uncertainty in severe multipath channels is inversely 
proportional to the bandwidth, provided that the LOS 
component can be correctly identified. Subsequently we want 
to present a qualitative theoretical justification of this identified 
behavior. 

Provided that there is a discernable LOS component in the 
measured signal, we can conclude that the multipath reflection 
that has a RTOF that exceeds the RTOF of the LOS signal by 
more than the resolution limit can be resolved and does not 
disturb the range estimation. Based on (2) we can define this 
critical RTOF difference that is required to resolve the 
multipath reflections as: 

 
0 .

2c
c

d
B

Δ >  (7) 

 
Below this limit the LOS echo is superimposed by the 

echoes of multipath components and the ranging performance 
will be degraded. It is reasonable to assume that this 
degradation will be increased with an increasing number of 
multipath reflections and increasing amplitudes of the 
reflections. For the sake of simplicity we don’t consider the 
phase effects in the subsequent derivation, even though they 
are crucial for the precision of each individual range 
measurement in multipath szenarios. Our assumption is that the 
phase constellations are randomly distributed for a larger set of 
measurements taken for arbitrarily distributed distance between 
reader and tag and that the amplitude consideration is sufficient 
for a qualitative, averaged /statistical consideration.  

Based on the explanation above we define a multipath 
distortion measure ( )r cdσ ′ Δ  based on the average PDP (power 
delay profile) as: 
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where ζ denotes the RTOF difference of a multipath echo 

w.r.t. to the LOS signal. The power of the LOS signal is 
denoted as PLOS. The integral sums up the power Pmp(ζ) of all 
multipath echoes with RTOF difference ζ that fall below the 
resolution limit (7) and disturb the LOS echo. Thus the 
definition of (7) describes a kind of signal to multipath 
distortion measure.  

Many channel models assume an exponential decay of the 
multipath components in the PDP [18, 19]. The PDP of our 
measured channel transfer functions is shown in Fig. 9. The 
time delay of the first cluster is about 10 ns for this given 
profile.  

If we provide such an exponential decay during the delay 
time interval defined by (7), we can write: 

 

max( )mpP P e
ζ
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−
≅ , (9) 

 
where the RTOF difference is denoted by ζ, the term γ is the 
delay constant of the channel and the amplitude of Pmax is 
assumed to be the power of the strongest echo of the signal.  

Now we insert (9) into (8), solve the integral and obtain the 
following relation: 
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Given a time delay constant of γ in the order of several 

nanoseconds and given a radar sweep bandwidth range from 10 
MHz to 500 MHz and provided that the LOS echo is the 
strongest echo within Δdc, expression (10) can be approximated 
by:  

 
0( )

2r
c

B
B

σ ′ ≈ . (11) 

 
As visible, the experimental results shown in Fig. 8 and 

(10) and (11) are congruent. Unsurprisingly, the relation of (11) 
equals the range resolution definition given in (2). Hence, both 
the FMCW radar range resolution and the ranging performance 
in severe multipath scenarios are approximately inversely 
proportional to the radar sweep bandwidth B.  

Note that the presented rules of thumb (10) and (11) are 
only valid to estimate the effect of multipath distortions. Other 
possible error sources that may degrade the ranging results 
were not considered. On the other hand, a well designed system 
operating in an environment with low multipath distortion can 
provide a ranging precision that is much better than indicated 
by (10) and (11). An expression for the lower bound of 
precision in ideal situations, where multipath and all other 
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distortions except noise are neglible, can be derived from the 
Cramér-Rao Lower Bound (CRLB). The CRLB for a two-way 
ranging system is given as [21]: 
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where Es and N0 denote the signal and noise power. Provided 
that the bandwidth is fixed by legal spectrum regulations, 
expression (12) shows that the signal-to-noise ratio is the 
limiting factor in ideal measuring conditions. 

IV. CONCLUSION 
In this paper the impact of the signal bandwidth on the 

performance of CW radar based ranging to UHF RFID tags 
was studied. It has been shown that the ranging performance in 
severe multipath scenarios is approximately inversely 
proportional to the radar bandwidth B as long as the LOS echo 
is detectable. The results are of course not only valid for the 
presented CW radar approaches but for all localization 
approaches that utilize Fourier or correlation methods for the 
signal travel time estimation. In a follwing step we want to 
verify our findings by measurements with a broadband FMCW 
radar based RFID localization system. Parallel to and in 
conjunction with these measurements the effect of other 
distortion parameters, e.g. noise, phase noise of the RF 
synthesizer and the modulation oscillator as well as phase and 
amplitude distortion of the antenna and the RF system, will be 
considered. 

TABLE OF ACRONYMS 
CW  continuous wave 
EGM  empty gate measurement test set-up 
FMCW  frequency modulated continuous wave 
ISM  industrial, scientific and medical (frequency band) 
LOS  line of sight 
LPM  liquids pallet measurement test set-up 
NLOS  non line of sight 
PDP  power delay profile 
RMSE  root mean square error 
RFID  radio frequency identification 
CRLB  Cramér-Rao lower bound 
RTOF  roundtrip time of flight 
TOF  time of flight 
UHF  ultra high frequency 
UWB  ultra-wideband 
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